Semi-supervised dictionary learning via local sparse constraints for violence detection
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\textbf{A B S T R A C T}

In this paper, we propose a novel semi-supervised learning framework for violence detection in video surveillance. With this framework, a classifier which distinguishes violent behavior from normal behavior can be trained using inexpensive unlabeled data with the assistance of human operators. Our approach can learn a single dictionary and a predictive linear classifier jointly. Specifically, we integrate the reconstruction error of labeled and unlabeled data, representation constraints and the coefficient incoherence into an objective function for dictionary learning, which enhances the representative and discriminative power of the established dictionary. This has contributed to that the dictionary and the classifier learned from the labeled set yield very small generalization error on unseen data. Experimental results on benchmark datasets have demonstrated the effectiveness of our approach in violence detection.
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1. Introduction

Violent behavior seriously endangers social and personal security. A violence detector has immediate applicability both in surveillance domain and for rating online video contents. Currently, millions of video surveillance devices have been used in public places such as streets, prisons and supermarkets. The primary function of the large-scale surveillance systems deployed in institutions such as schools, prisons and elder care facilities is for alerting authorities to potentially dangerous situations. Visual surveillance systems collect a huge amount of videos but humans still must review most of the data to extract the informative knowledge. Our goal is to automatically detect violent behavior without carefully labeling data over large archives.

Violence detection involves similar techniques to those used in many related computer vision applications, e.g., action recognition, object detection, surveillance, etc [1,6,11,28,31]. Compared with action recognition, little research has been done for detecting violent action or violent contents. Timely detection of violent outbreaks in crowds often mean the difference between life and death. For this practical consideration, in our work, we focus on the challenging work of detecting violence in surveillance videos and aim to develop a system to effectively detect violent behavior using computer vision techniques.

Up to now, there have been some developmental systems [36] for detecting violence in videos. Earlier attempts on this have characterized violent scenes by integrating cues obtained from both video and audio information. For example, Nam et al. [26] proposed to recognize violent scenes by detecting flame and blood, and captured the degree of motion and the characteristic sounds of violent events. Cheng et al. [9] recognized gunshots, explosions and car-braking in audio using computer techniques. Lin et al. [22] presented a novel violent shot detection scheme from both audio and video views (motion, flame and explosion, and blood analysis). Cristani et al. [11] presented a new method for characterizing audio visual events, where separate audio and video signals were processed in a unique fashion. Approaches described in [10,18,22,27] have addressed the problem of violence detection in the context of typical movies, and these approaches rely on fusing mid-level concept predictions made using multi-layer perceptron classifiers.

Later proposals focused on detecting skin and blood in video sequences, requiring either foreground segmentation or the information of skin color, which performance degraded greatly when...
the color feature was not discriminating enough. For example, Datta et al. [14] exploited an accelerated motion vector to detect the fist fighting and kicking, requiring foreground segmentation to extract the complete silhouettes. Clarin et al. [10] proposed a novel system to detect skin and blood colored regions in video sequences and checked if these regions had intensified throughout the whole sequence. Based on activity recognition approaches, Hassner et al. [17] proposed the Violent Flow (ViF) descriptor and developed a novel means for efficient crowd violence detection. However, the performance of this method degrades significantly when dealing with crowded scenes. Zhang et al. [43] proposed a fast and robust framework (referred to as RVD) for detecting and localizing violence in surveillance scenes, and their experimental results on several benchmark datasets have demonstrated the superiority of this method over the state of the arts in terms of both detection accuracy and processing speed.

Learning dictionaries for sparse coding has recently led to state-of-art performance in many computer vision tasks [2,23,29,33,40]. For a comprehensive introduction to sparse representation classification (SRC), please refer to [34]. In our opinion, the good performance of SRC algorithms is mainly attributed to the fact that they can do well in determining the intrinsic similarity of objects embedded in high-dimensional image data. Since the SRC scheme achieved competitive performance in face recognition [34], it has triggered researchers’ interest in sparsity-based image classification. Previous research on supervised dictionary learning for sparse coding has been targeted on learning more discriminative sparse models [12,13,33]. Based on the predefined relationship between dictionary atoms and class labels, existing supervised dictionary learning works can be divided into three categories: shared dictionary learning [5,20,24,41], class-specific dictionary learning [7,25,39,40] and hybrid dictionary learning [21,30,45]. However, most of them are based on iterative batch procedures, which access the whole dataset at each iteration and optimize over all data. For large scale datasets, this has become a big challenge due to high computational complexity and high requirement on computers’ memory management.

Learning a discriminative dictionary usually requires sufficient labeled training data, which can be expensive and difficult to obtain. Insufficient labeled training data yield a dictionary with potentially poor generalization power. By exploiting the information provided by the vast quantity of inexpensive unlabeled data, we aim to develop a novel algorithm to learn a dictionary which is more representative and discriminative than a dictionary trained using only a limited number of labeled samples.

To address the aforementioned difficulties and aim to develop an effective violence detection algorithm, in this paper, we propose a semi-supervised dictionary learning algorithm that integrates dictionary learning and classifier training. We introduce a novel objective function which contains terms representing the reconstruction error of both labeled and unlabeled data, the representation constraints and the coefficient incoherence. Compared to the supervised dictionary learning approaches, our approach improves the representation power of the dictionary by also exploiting the unlabeled data. It considers the reconstruction error of the unlabeled data in its objective function, and treats the unlabeled points with high confidence in label prediction stage. Our approach thus jointly learns a single over-complete dictionary and an optimal linear classifier.

Our main contributions in this paper are three-fold: 1) We propose a novel semi-supervised learning framework for violence detection, which is suitable for very large data sets; 2) The dictionary is learned from labeled samples for discrimination as well as a large number of unlabeled samples and learning from unlabeled data further increases its representative power; 3) A classification scheme integrating the modified sparse model is proposed.

The rest of the paper is organized as follows. Section 2 briefly introduces some related work. Section 3 presents the proposed semi-supervised dictionary learning algorithm. Section 4 presents experimental results where the performance of our proposed approach is compared with the state-of-the-art approaches. We conclude the paper in Section 5.

2. Related work

2.1. Sparse representation based classification model

In [34], Wright et al. proposed a general Sparse Representation based Classification (SRC) scheme, where the training samples of all classes were taken to form the dictionary representing a query face image. The query image was classified by evaluating which class led to the minimal error of reconstructing it.

Given K classes of subjects, let A = [A1, A2, …, AK] be the dictionary formed by Ai, where Ai (i = 1, 2, …, K) is the subset of training samples of class i. Let y be a test sample. The SRC algorithm is summarized as follows:

1. Normalize each training sample Ai, i = 1, 2, …, K.
2. Define and solve the 1-minimization problem: ̂x = arg min∥y − Ax∥2 + γ∥x∥1, where γ is a scalar constant.
3. Label the test sample y by: Label(y) = arg mini∥ei∥2, with ei = ∥y − Aîx∥2, with ̂x representing the coefficient vector associated with class i.

Obviously, the underlying assumption of this scheme is that a test sample can be represented by a weighted linear combination of just those training samples belonging to the same class. Its impressive performance reported in [34] shows that sparse representation is naturally discriminative.

2.2. Class-specific dictionary learning

In class-specific dictionary learning (DL), the atoms in the learned dictionary D = [D1, D2, …, DK] have class labels corresponding to the subject classes, where Di is the sub-dictionary corresponding to class i. Since the representation vector ̂a = [ ̂a1; ̂a2; …; ̂aK] is computed, the class-specific representation residual ∥y − Dîai∥2 can be used for classification. The sub-dictionary Di can be learned class by class using the algorithm in [38]: arg mini∥Z∥2(∥Ai − Dîai∥2 + λ∥Z∥1), where Z is the representation matrix of Ai on Di. It can be seen as the basic model of class-specific dictionary learning.

Note that, the above basic model trains the class-specific sub-dictionaries separately, and does not consider the relationship between the sub-dictionaries of different classes. To promote the incoherence between the sub-dictionaries and make the whole class-specific dictionary more distinctive, Ramirez et al. [29] used an incoherence promoting term to encourage the sub-dictionaries to be as independent as possible. Recently, a regularization path algorithm for v-support vector classification suffers exceptions and singularities in some special cases. Gu et al. [15] presented a new equivalent dual formulation for v-SVC, theoretical analysis and experimental results verify that this proposed robust regularization path algorithm can avoid the exceptions completely, handle the singularities in the key matrix, and fit the entire solution path in a finite number of steps. To tackle the ordinal regression problems, Gu et al. [16] proposed incremental support vector learning algorithm. This algorithm can handle a quadratic formulation with multiple constraints, where each constraint is constituted of an equality and an inequality. More importantly, it tackles the conflicts between the equality and inequality constraints.

One of the major difficulties here is that, in some applications, obtaining sufficient labeled training samples is unaffordable.
Therefore, learning a discriminative dictionary with minimal human supervision becomes an interesting problem.

3. Semi-supervised classification learning

3.1. Proposed sparse classification model

To improve the discriminative power of a dictionary, in our proposed model, two terms, i.e., the representation constraint term and the coefficient incoherence term as described below, are introduced to ensure that the learned dictionary is sufficiently discriminative. The representation constraint term is utilized to ensure the class-specific sub-dictionary to have a good capability when reconstructing a query image using training samples having the same class label. On the other hand, the coefficient incoherence term is utilized to ensure the class-specific sub-dictionary to have a poor capability when reconstructing a query image using training samples with different class labels.

In class-specific DL, each dictionary atom in the learned dictionary, denoted by $D = \{d_1, d_2, \ldots, d_k\}$, has a class label corresponding to each subject class. $d_i (i=1, 2, \ldots, K)$ in $D$ is the sub-dictionary corresponding to class $i$. To take advantage of the large number of inexpensive unlabeled data, the reconstructive term consists of two parts: one part from labeled training data and the other from unlabeled training data.

Given training feature samples $\{a_i\}_{i=1}^{K}$ and $j = 1, 2, \ldots, N$, where $a_i$ is the $j$-th sample of class $i$, $N$ is the number of training samples in each class, and $K$ is the number of classes. Let $A = [A_1, A_2, \ldots, A_K] \in \mathbb{R}^{m \times N}$, where $A_i = \{a_{i1}, a_{i2}, \ldots, a_{in}\}, i=1, 2, \ldots, K$ and $n$ is the feature dimension. We aim to include the classification error as a term in the objective function for dictionary learning in order to make the dictionary be optimal for classification. The sparse code $Z$ can be directly used as a feature for classification. Here, we use a linear predictive classifier

$$
 f(Z; W) = WZ_i, \quad \text{where } Z = [Z_1, Z_2, \ldots, Z_K].
$$

Denote the learned dictionary as $D = \{d_1, d_2, \ldots, d_k\} \in \mathbb{R}^{m \times k}$ ($k > n$ and $k < N$). The objective function for our dictionary learning is defined as:

$$
\begin{align*}
\arg \min_{D, \mathbf{Z}} & \sum_{i=1}^{N} \| A_i - DZ_i \|^2_f + \| A_i - D^\dagger Z_i \|^2_f + \lambda_1 \| Z_i \|_1 \\
+ & \lambda_2 \| Z_i - m_i \|^2_f + \gamma_1 \| WZ_i - b_i \|^2_f + \gamma_2 \| WW^T b_i \|^2_f, \\
\text{s.t. } & \|d_i\|_2 \leq 1, \forall c \in \{1, 2, \ldots, k\}
\end{align*}
$$

where the superscripts $u$ and $l$ specify whether the sample is from the unlabeled set or the labeled set, $Z = [Z_1, Z_2, \ldots, Z_K] \in \mathbb{R}^{m \times k}$ is the matrix consisting of the coding coefficients of $A_i$ over $D$, $m = [m_1, m_2, \ldots, m_k] \in \mathbb{R}^{k \times m}$, $m_i$ denotes the mean vector of $Z_i$ in class $i$, $\| WZ - B \|^2_f$ represents the classification error, $B = [b_1, b_2, \ldots, b_k] \in \mathbb{R}^{m \times k}$ are the class labels of input signals $A_i$, $b(i) = [0, 0, \ldots, b_k] \in \mathbb{R}^{k \times 1}$ is a label vector corresponding to an input signal $A_i$, where the non-zero position indicates the class of $A_i$, the norm $\| \cdot \|_f$ denotes Frobenius norm. $W \in \mathbb{R}^{m \times k}$ denotes the matrix of classifier parameters, and $\lambda_1, \lambda_2, \gamma_1$ and $\gamma_2$ are the scalars controlling the relative contributions of the corresponding terms.

Different from the conventional sparse model SRC [34], in our model, the representation constraint term $\phi = \lambda_2 \| Z - m \|^2_f + \gamma_1 \| WZ - B \|^2_f$ and coefficient incoherence term $\psi = \gamma_2 \| WW^T b \|^2_f$ are introduced in Eq. (1). Overall, minimizing the coefficient incoherence term and representation constraint term is efficient for classification, because it allows feature being shared among different classes. We will show that good classification results can be obtained using only a single unified dictionary by a simple extension to the objective function for joint dictionary and classifier construction. It encourages the largest classification parameters of training samples from a different class over $D$ are associated with different corresponding sub-dictionaries.

A major consideration in choosing a suitable optimization method is that since our problem is to be solved in an online learning setting, we cannot separate the labeled set and the unlabeled set in advance. Supervised learning and the unsupervised learning interleave as new data comes in.

3.2. Optimization

Our algorithm alternates between sparse coding and dictionary updating as the input signals arrive sequentially. We rewrite the objective function in Eq. (2) as:

$$
\begin{align*}
\arg \min_{D, \mathbf{Z}} & \sum_{i=1}^{N_u} \| A_i - DZ_i \|^2_f + \sum_{i=1}^{N_l} \left( \| A_i - D^\dagger Z_i \|^2_f + \lambda_1 \| Z_i \|_1 \right) \\
+ & \lambda_2 \| Z_i - m_i \|^2_f + \gamma_1 \| WZ_i - b_i \|^2_f + \gamma_2 \| WW^T b_i \|^2_f, \\
\text{s.t. } & \|d_c\|_2 \leq 1, \forall c \in \{1, 2, \ldots, k\}
\end{align*}
$$

where $N_u$ and $N_l$ are the number of unlabeled and labeled training samples respectively.

For unlabeled $A_i$, the sparse coding problem simply takes this standard form:

$$
\arg \min_{\mathbf{Z}} \| A_i - DZ_i \|^2_f 
$$

The Orthogonal Matching Pursuit (OMP) algorithm [19] is adopted here to solve the optimization problem in Eq. (3). In addition, Xue et al. [37] proposed a self-adaptive algorithm based on the global best candidate for global optimization. They employed the same initial population for all algorithms on each benchmark function. The results demonstrate that this algorithm is superior to the other algorithms for solving complex optimization problems. It means that it is a new technique to solve the optimization problem in Eq. (3).

For labeled $A_i$, the sparse coding problem becomes:

$$
\begin{align*}
\arg \min_{D, \mathbf{Z}} & \sum_{i=1}^{N_u} \| A_i - DZ_i \|^2_f + \lambda_1 \| Z_i \|_1 + \lambda_2 \| Z_i - m_i \|^2_f \\
+ & \gamma_1 \| WZ_i - b_i \|^2_f + \gamma_2 \| WW^T b_i \|^2_f
\end{align*}
$$

Although the objective function in Eq. (4) is not jointly convex to $(D, W, Z)$, it is convex with respect to each of $D, W$ and $Z$ where the other two parameters are fixed. Therefore, Eq. (4) can be divided into three sub-problems by optimizing $D, W$ and $Z$ respectively, i.e., updating $Z$ while fixing $D$ and $W$, updating $D$ while fixing $W$ and $Z$, and updating $W$ while fixing $D$ and $Z$, detailed as below.

**Updating $Z$:** When $D$ and $W$ are fixed, the objective function in Eq. (4) can be regarded as sparse coding problem for solving $Z = [Z_1, Z_2, \ldots, Z_K]$. When $Z_i$ is updated, all $Z_j(j \neq i)$ are also fixed. Thus, for each $Z_i$, the objective function in Eq. (4) can be replaced by:

$$
\begin{align*}
\arg \min_{\mathbf{Z}_i} & \| A_i - DZ_i \|^2_f + \lambda_1 \| Z_i \|_1 \\
+ & \lambda_2 \| Z_i - m_i \|^2_f + \gamma_1 \| WZ_i - b_i \|^2_f.
\end{align*}
$$

By solving Eq. (5), we have:

$$
Z_i = (D^T D + \lambda_1 + \lambda_2 I + \gamma_1 W^T W)^{-1} (D^T A_i + \lambda_2 m_i + \gamma_1 W^T b_i).
$$

**Updating $D$:** When $Z$ and $W$ are fixed, Eq. (4) can be regarded as solving $D = [D_1, D_2, \ldots, D_k]$ sparse coding problem. When $D_i$ is updated, all $D_j(j \neq i)$ are fixed. Thus, Eq. (4) can be replaced by:

$$
\arg \min_{\mathbf{D}_i} \| A_i - DZ_i \|^2_f.
$$

s.t. $\|d_i\|_2 \leq 1, \forall c \in \{1, 2, \ldots, k\}$.

The subproblem in Eq. (7) can also be solved effectively by the Orthogonal Matching Pursuit (OMP) algorithm.
Updating $W$: When $D$ and $Z$ are fixed, let $W = [W_1, W_2, \ldots, W_l]$. Eq. (4) can be replaced by:

$$\arg \min_{\alpha} \{ \|W(Z_i - b_i)\|^2 + \frac{\gamma_2}{\gamma_1} \|W\|^2 \}$$ (8)

It can be observed that Eq. (8) can be solved using the least square method.

Thus, based on the above equations, we can get the optimized values of all parameters for Eq. (1).

3.3. Classification scheme

Once the dictionary $D$ has been learned, it can be adopted to represent a testing sample $y$ and perform classification.

We propose the following representation model:

$$\hat{\alpha} = \arg \min_{\alpha} \{ \|y - Da\|^2 + \gamma \|\alpha\|_2 \}$$ (9)

where $\gamma$ is a constant value, and $\hat{\alpha} = [\hat{\alpha}_1, \hat{\alpha}_2, \ldots, \hat{\alpha}_K]^T$, where $\hat{\alpha}_i$ is the sub-vector associated with sub-dictionary $D_i$. In the learning stage, we have enforced the class-specific representation residual to be discriminative. Therefore, if $y$ is from class $i$, the residual $\|y - D_i \hat{\alpha}_i\|_2$ should be very small; otherwise, $\|y - D_j \hat{\alpha}_j\|_2, j \neq i$ should be large. In addition, the coefficient vector $\hat{\alpha}_i$ should be far different from the coefficient vector of other classes. Based on the discrimination capability of both representation residual and coefficient vector, the metric for classification can be defined as:

$$l = W\hat{\alpha}.$$ (10)

The label for $y$ is assigned by the position corresponding to the largest value in the label vector $l$.

4. Experimental results and discussion

To evaluate the performance of our proposed ideas, we compare our method against the state-of-the-art approaches either implemented by us or cited from literature. These include the BoW based methods [6], the Appearance and Motion DeepNet (AMDN) method in [35], the Violent Flow (VIF) method in [17], the method in [34], probabilistic semi-supervised (PSS) method [4], structural sparse semi-supervised (SSS) method [32] and our recently published method in [44]. Results are reported with mean prediction accuracy (ACC) $\pm$ standard deviation (SD), as well as the area under the ROC curve (AUC). Next, we first briefly introduce the three benchmark datasets, and then present experimental results with discussion.

4.1. Datasets

Experiments of our method were conducted on three challenging benchmark datasets, i.e., the Hockey Fight dataset [17], the BEHAVE dataset [3] and the Crowd Violence dataset [17].

The Hockey Fight dataset contains 1000 video clips of actions from hockey games of the National Hockey League (NHL), of which 500 are randomly selected as training data. Each clip consists of 50 frames (with a resolution of $360 \times 288$ pixels).

The BEHAVE dataset contains more than 70,000 frames (with a resolution of $640 \times 480$ pixels) and various scenarios, including walking, running, chasing, discussing in groups, driving or cycling across the scene, fighting and so on. We partition the dataset into clips with various activities. Each clip consists of at least 200 frames. Finally, we pick 80 clips for violence detection, including 20 violence clips and 60 non-violence clips.

The Crowd Violence dataset is assembled for testing violent crowd behavior detection. All video clips are collected from YouTube, representing a wide range of scene types, video qualities and surveillance scenarios. The dataset consists of 246 video clips including 123 violent clips and 123 normal clips with a resolution of $320 \times 240$ pixels. The whole dataset is split into five sets for 5-fold cross-validation. Half of the footages in each set presents violent crowd behavior and the other half presents non-violent crowd behavior.

4.2. Experimental settings

To evaluate the classification accuracy, we employ the 5-fold cross validation test on each dataset. Since the classification accuracy depends on the number of labeled training samples, it is tricky to do a fair comparison with other methods unless we fix our settings. To address this issue, we conducted the experiments in two folds: (1) Split the training set into labeled set and unlabeled set. While our method takes advantage of both sets due to our learning strategy, the competing methods can only take the labeled set for training since the unlabeled samples are useless to them. (2) To compare our best recognition rate with the state-of-the-arts, we assumed all the training samples are labeled.

In order to determine the number of labeled training samples, we first compare our method with the original SRC classification algorithm on the three databases. The experimental results shown in Figs. 1–3 demonstrate the effect of the number of labeled samples on our performance in comparison with others. Furthermore, in our proposed model, there are two stages, i.e., dictionary learning stage and classification stage. In the dictionary learning stage, we set $\lambda_1 = 0.005$, $\lambda_2 = 0.01$, $\gamma_1 = 0.05$, $\gamma_2 = 0.1$; and in classification stage, we set $\gamma = 0.05$. All of the experiments are executed on a workstation with 2.8 GHz CPU and 16GB RAM.

4.3. Feature extraction

In this work, we adopt the Motion Weber Local Descriptor (MoWLD) that we proposed in our recent works [42,44] in the spirit of the well-known Weber Local Descriptor (WLD) [8] as features for sparse representation-based dictionary learning. We extended the original WLD spatial descriptions by adding a temporal component to the appearance descriptor, which implicitly captured local motion information as well as low-level image appearance information. This has made MoWLD a powerful and robust descriptor for motion images.
Fig. 2. Classification accuracy with varying number of labeled samples on BEHAVE dataset.

Fig. 3. Classification accuracy with varying number of labeled samples on Crowd Violence dataset.

4.4. Results and discussion

Results on the Hockey Fight dataset. We compare our approaches with the state-of-the-art approaches on the Hockey Fight dataset, including HOG, HOF, and MoSIFT [6]. For our algorithm, 120 video clips of this dataset are randomly selected as labeled training samples, and the others are unlabeled samples. As shown in the table, MoSIFT and HOG based BoW models perform comparably, with slight better results achieved by HOG compared with MoSIFT. Our recently proposed MoWLD (noted as “MoWLD+BoW” in the table) outperforms all above approaches.

Table 1 shows the results obtained by the proposed approach after adopting the BoW approach and the proposed sparse classification model into the MoWLD approach. We compare the results with not only HOG, HOF, HNF, MoSIFT and MoWLD paired with BoW, but also ViF, PSS, SSS, AMDN and MoWLD paired with sparse coding method in [44]. The method in [44] adopts a MoWLD paired with sparse coding method to detect violent behavior, which has reduced many noise disturbances, so its performance is better than the BoW-based approaches. The AMDN approach [35] utilizes optical flow as the input image feature, and there exist many redundant and interference features, so its performance is not very good. The results of structural sparse semi-supervised (SSS) method in [32] is very close to our method. It can be seen from Table 1 that our proposed semi-supervised sparse classification model has performed the best. Furthermore, our approach outperforms the competing SRC, PSS, SSS and MoWLD + PSS. Coding with the same size of dictionary. This is due to the fact that our proposed semi-supervised class-specific dictionary learning framework incorporates representation constraints and coefficient incoherence terms resulting in the highest recognition rate.

Results on the BEHAVE dataset. We compare our approaches with the state-of-the-art approaches implemented by us on the BEHAVE dataset, where 80 clips of this dataset are randomly picked for training. For our algorithm, 20 video clips of this dataset are randomly picked up to form the labeled training samples, and the others are unlabeled samples. Table 2 presents the results obtained with the above mentioned methods on this dataset. As it can be seen from the table, our proposed semi-supervised class-specific dictionary learning method outperforms other approaches. This again demonstrates that the proposed approach is significantly superior in performance to all other approaches. The performance of the MoWLD paired with sparse coding method in [44] and the AMDN [35] on this dataset is consistent with their performance on the Hockey Fight dataset. Furthermore, our semi-supervised sparse model method outperforms SRC and PSS methods. It validates that the representation constraints term and coefficient incoherence term can improve the discriminative ability of sparse representation model. The results of structural sparse semi-supervised (SSS) method in [32] is better than our method. The results on this dataset demonstrate that SSS algorithm is more effective for detecting violence in a group fighting scene.

False alarms only happen when a group of people get together to do some strenuous non-violence activities (example frames are shown in Fig. 4).
Results on the Crowd Violence dataset. This dataset is more challenging than the other two datasets because it contains many crowded scenes. The set contains 246 clips divided into five splits, each containing 123 violent and 123 non-violent scenes. For our algorithm, 35 video clips of this dataset are randomly selected to constitute the labeled set, and the others are unlabeled samples. Table 3 presents the results obtained using different methods mentioned above on this dataset. In this dataset, the performance of AMDN method is still very stable. However, because of the introduction of optical flow noise, the performance of AMDN is not very good. Our proposed semi-supervised learning approach still outperforms other approaches. MoWLD descriptor is still significantly superior in performance to HOG, HOF, HNF, AMDN, PSS and SSS. It confirms that our selected MoWLD is a more effective descriptor for describing action feature. Consistent with the results on the previous two datasets, our proposed semi-supervised algorithm outperforms the SRC methods. It indicates that the proposed classification model has a smaller classification error rate compared with the original SRC. Results on this dataset demonstrate that our algorithm is also effective for detecting violence in a crowded scene. Some false alarms (some examples are shown in Fig. 5) are caused by people waving flags, vigorously clapping hands, or sharply and disorderly waving hands.

By verifying the results, we can conclude that our proposed system is effective and robust for detecting violence with complex scenarios, such as various distances from cameras, severe occlusions between people and crowded scenes.

5. Conclusion

We proposed a novel semi-supervised dictionary learning approach for violence detection. It is particularly suitable for large scale datasets where a batch mode does not work well. Moreover, by adding the representation constraints and the coefficient incoherence, our algorithm actively seeks for the critical points for labeling, and identifies the easily classified points as labeled data.

In this way we reduce the manual labeling effort to the minimum without sacrificing the performance too much. The dictionary and the classifier are jointly learned to further enhance the discriminative power. Experimental results showed that our approach have achieved state-of-art performance. Possible future work includes updating the learned discriminative dictionary for input signals from a new sample.
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Table 3. Examples of false alarms on the BEHAVE dataset.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ACC ± SD</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG + BoW [6]</td>
<td>57.98 ± 0.37%</td>
<td>0.6252</td>
</tr>
<tr>
<td>HOF + BoW [6]</td>
<td>58.71 ± 0.12%</td>
<td>0.5931</td>
</tr>
<tr>
<td>HNF + BoW [6]</td>
<td>57.05 ± 0.32%</td>
<td>0.6154</td>
</tr>
<tr>
<td>VIF [17]</td>
<td>82.11 ± 0.21%</td>
<td>0.8959</td>
</tr>
<tr>
<td>MoSIFT + BoW [6]</td>
<td>57.09 ± 0.37%</td>
<td>0.6073</td>
</tr>
<tr>
<td>MoWLD + BoW</td>
<td>88.16 ± 0.19%</td>
<td>0.9028</td>
</tr>
<tr>
<td>AMDN [35]</td>
<td>84.72 ± 0.17%</td>
<td>0.8891</td>
</tr>
<tr>
<td>SSS [34]</td>
<td>89.6 ± 0.18%</td>
<td>0.9288</td>
</tr>
<tr>
<td>MoWLD + Sparse Coding [44]</td>
<td>89.38 ± 0.13%</td>
<td>0.9216</td>
</tr>
<tr>
<td>PSS [4]</td>
<td>89.5 ± 0.13%</td>
<td>0.9298</td>
</tr>
<tr>
<td>SSS [32]</td>
<td>91.9 ± 0.12%</td>
<td>0.9357</td>
</tr>
<tr>
<td>Proposed method</td>
<td>92.25 ± 0.12%</td>
<td>0.9408</td>
</tr>
</tbody>
</table>
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