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Abstract—Practical data sets often contain the label noise caused by various human factors or measurement errors, which means that a fraction of training examples might be mistakenly labeled. Such noisy labels will mislead the classifier training and severely decrease the classification performance. Existing approaches to handle this problem are usually developed through various surrogate loss functions under the framework of empirical risk minimization. However, they are only suitable for binary classification and also require strong prior knowledge. Therefore, this article treats the example features as side information and formulates the noisy label removal problem as a matrix recovery problem. We denote our proposed method as “label noise handling via side information” (LNSI). Specifically, the observed label matrix is decomposed as the sum of two parts, in which the first part reveals the true labels and can be obtained by conducting a low-rank mapping on the side information; and the second part captures the incorrect labels and is modeled by a row-sparse matrix. The merits of such formulation lie in three aspects: 1) the strong recovery ability of this strategy has been sufficiently demonstrated by intensive theoretical works on side information; 2) multi-class situations can be directly handled with the aid of learned projection matrix; and 3) only very weak assumptions are required for model design, making LNSI applicable to a wide range of practical problems. Moreover, we theoretically derive the generalization bound of LNSI and confirm the superiority of LNSI to state-of-the-art approaches on label noise handling.

Index Terms—Classification, generalization bound, label noise, matrix recovery, side information.

I. INTRODUCTION

TRADITIONALLY, a reliable supervised classifier, such as support vector machines (SVMs) or convolutional neural networks (CNNs), is usually trained based on the sufficiently correctly labeled data. Unfortunately, the real-world data sets often contain the noise in label space, which means that a fraction of training examples are erroneously labeled [1]. For instance, as the numerous examples in many applications (e.g., image classification and document categorization) are manually annotated, the labeling errors are inevitably introduced due to the human fatigue. Disease diagnosis, in which the decision is strongly dependent on the experience and expertise of the doctors, is also very likely to include labeling errors. These noisy labels will significantly mislead the classifier training and then severely decrease the classification performance [2]. Hence, designing algorithms that account for the data with noisy labels is of great significance and has become a critical issue in the machine learning community.

Several approaches have been proposed to deal with the learning problem with label noise to prevent the performance decrease, and most of them are based on the minimization of empirical risk via a conditional probability model [3]–[6]. For example, Gao et al. [3] and Patrini et al. [6] analyze the empirical risk minimization in the presence of label noise by decomposing the loss function into a label-independent part and a label-dependent part. Manwani and Sastry [5] study the noise tolerance properties of risk minimization under different loss functions and provide insightful theoretical results. However, they are only applicable to binary classification and the extension to multi-class is nontrivial [7]. Moreover, these methods require the estimation of class prior, which is actually quite difficult in the presence of corrupted observed data.

On the other hand, side information is often utilized as additional knowledge to boost the performance of the certain
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task, which has been widely used in many machine learning fields such as clustering [8] and multi-label learning [9]. For example, Zhao et al. [8] propose the matrix completion-based approach for multi-view clustering and first introduce the side information to aid the clustering process. Xu et al. [9] explore the side information to reduce the requirement on the number of observed entries for matrix completion and apply the method to transductive incomplete multi-label learning. From the review, we know that the side information has not been utilized for removing noisy labels. Therefore, this article provides a new paradigm for dealing with the label noise problem from the viewpoint of side information. Specifically, we formulate label correction as a label matrix recovery problem and treat the example features as side information to aid the recovery process [9]–[11]. Therefore, our proposed method is named as “label noise handling via side information” (LNSI). The paradigm of this article is shown in Fig. 1, which intuitively explains how to transform the noisy label removing problem to the label matrix recovery task by exploiting the side information. Fig. 1(a) shows the case where four examples belong to two classes, in which the 3rd example has been mistakenly labeled as positive and the noisy label is constituted. As illustrated in Fig. 1(b), given the observed label matrix $Y$ and corresponding feature matrix $X$, the true labels $T$ can be obtained by conducting a low-rank mapping $Z^*$ on the example features (i.e., $T = XZ^*$), and the incorrect labels are captured by a row-sparse matrix $E$. Note that the nonzero row in $E$ exactly corresponds to the 3rd example with noisy label.

![Motivation illustration](image)

**Fig. 1.** Motivation illustration. (a) Four examples from two classes, among which the label of the 3rd example is incorrect. (b) $Y$ is the corrupted label matrix, of which the rows represent the label vectors of four examples displayed in (a). By taking the example feature matrix $X$ as side information, the observed label matrix $Y$ can be ideally decomposed as the sum of a low-rank recovered label matrix $T = XZ^*$ and a row-sparse matrix $E$. Note that the nonzero row in $E$ exactly corresponds to the 3rd example with noisy label.

**II. RELATED WORK**

This section briefly reviews the representative prior works on label noise handling and side information utilization, as they are related to the proposed LNSI.

**A. Label Noise Handling**

Practically, the labels of training examples are often not reliable due to various limitations in data acquisition and data processing, and the noisy labels often occur that hinders the machine learning model to achieve sound performance.

One straightforward idea to address this problem is to improve the quality of training data. Since the training data are associated with noisy labels, the early-stage approaches first detect and eliminate label noise and then conduct the standard supervised classification algorithm. To implement noise detection, some works [13] explore the neighborhood relationship while some approaches rely on ensemble filters [14]. Nevertheless, the performances of these approaches are very sensitive to the quality of noise detection, which makes them unreliable for practical use.

To avoid the explicit noise detection step, plenty of efforts have been made recently to develop the algorithms that are inherently effective and robust to the noisy labels. Patrini et al. [6] decompose the conventional loss function into a label-independent part and a label-dependent part, in which only the latter is affected by label noise. Consequently, various surrogate loss functions can be designed. Similarly, Gao et al. [3] tackle the second part by deploying the labeled instance centroid to reduce the influence caused by label noise. Natarajan et al. [4] provide an unbiased estimator of loss function to deal with the symmetric noise, while Van Rooyen et al. [15] modify the traditional hinge loss and prove its robustness to label noise. Although these algorithms can reduce the adverse impact of label noise to some degree, they can only handle canonical binary classification and lack the theoretical guarantee of exact recovery on accurate labels.

Recently, some methods try to extend deep learning models to the case of noisy labels. For example, Khetan et al. [16] propose a new supervised learning algorithm which can jointly model labels and worker quality from noisy data. Patrini et al. [17] present a loss correction approach to train deep models that are robust to label noise. Han et al. [18] train two deep neural networks simultaneously and let them teach each other given every minibatch for combating with noisy labels. Meanwhile, Han et al. [19] also estimate the noise transition matrix with the assistance of human cognition and then derive a structure-aware probabilistic model for label noise handling. However, these deep learning-based methods are only suitable for specific tasks related to image analysis or natural language processing [17]. Moreover, the performance of these methods generally lacks theoretical guarantees.

above merits, a reliable classifier can be learned to accurately classify the unseen test examples with different levels of training label noise. Furthermore, the experimental results on both benchmark data sets and practical data sets verify the superiority of the learned classifier.
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Other representative works targeting label noise include [20] and [21].

B. Side Information

Side information serves as the additional information for accomplishing a certain task, which has been shown to be useful in solving many related problems. Practically, side information may have diverse formations.

Some works on the recommender system treat the user features and product features as side information so that the quality of completion of user-product preference matrix can be improved. For instance, in order to recover the unknown user scores of the preference matrix, Chiang et al. [10] incorporate the user and product side information to “describe” the row entities and column entities of a matrix, respectively. Similarly, Guo [11] develops a coembedding framework for matrix completion with side information, which learns a feature mapping as well as a label embedding. Zhao and Guo [22] propose a joint discriminative prediction model for personalized top-N recommendations with side information.

Other works take the available relationship between examples as side information. For example, Aggarwal et al. [23] perform text clustering by utilizing the links in the document, user-access behavior from web logs, or other nontextual attributes. Zhao et al. [8] conduct clustering with the aid of must-links and cannot-links between examples in addition to the regular input features. Zhang et al. [24] tackle the semi-supervised classification by harnessing the example pairwise constraints as side information. Ahn et al. [25] study the binary rating estimation problem to quantify the value of graph side information, such as social graphs. In addition, Xue et al. [26] assimilate side information of the same format as observation into the robust principal component analysis.

From the above-mentioned analyses, we see that side information has been widely used in matrix completion, clustering, and semisupervised learning. However, it has not been well deployed in label noise handling that is the main target of this article.

III. PRELIMINARIES

The utilization of side information for matrix completion has been studied by Chiang et al. [10], in which the model and theoretical analyses are studied when the side information contains noise. Suppose \( \hat{R} \in \mathbb{R}^{n_1 \times n_2} \) is a matrix with rank \( r \) that should be recovered, and \( \hat{X} \in \mathbb{R}^{n_1 \times d_1} \) and \( \hat{Y} \in \mathbb{R}^{n_2 \times d_2} \) (\( d_1 \) and \( d_2 \) denote feature dimensionality), respectively, record the row feature and column feature of \( \hat{R} \). The matrices \( \hat{X} \) and \( \hat{Y} \) serve as the side information for recovering \( \hat{R} \). The model proposed by Chiang et al. [10] to recover \( \hat{R} \) is formulated as

\[
\min_{M,N} \sum_{(i,j) \in \Omega} \ell((\hat{X}M\hat{Y}^T + N)_{ij}, \hat{R}_{ij}) + \lambda_M \|M\|_s + \lambda_N \|N\|_s
\]

(1)

where “\( \| . \|_s \)” is the nuclear norm, and “\( \Omega \)” is the index set containing all observed entries of \( \hat{R} \). The observed \( \hat{R} \) can be decomposed into two parts: one is the low-rank matrix estimated from feature space \( X M \hat{Y}^T \), in which \( M \in \mathbb{R}^{d_1 \times d_2} \) is a coembedding matrix from features \( \hat{X} \) and \( \hat{Y} \), and the other part is \( N \in \mathbb{R}^{n_1 \times n_2} \), which is used to capture the information that noisy features \( \hat{X} \) and \( \hat{Y} \) fail to describe. The loss function “\( \ell(.) \)” requires that the recovered matrix is consistent with \( \hat{R} \) on the observed entries. Naturally, both \( \hat{X}M\hat{Y}^T \) and \( N \) are preferred to be low-rank since they are aggregated to estimate a low-rank matrix \( \hat{R} \), which further leads \( M \) to be a low-rank matrix. \( \lambda_N \) and \( \lambda_M \) are the tradeoff parameters. The underlying matrix \( \hat{R} \) can be estimated by \( \hat{X}M\hat{Y}^T + N^* \), where \( M^* \) and \( N^* \) are the optimizers of (1). The effectiveness of this model for recovering the imperfect matrix has been theoretically and empirically verified.

Inspired by this work, we treat the noisy label removal problem as a label matrix recovery problem, and the example features are regarded as the descriptions of the row entities. Therefore, our LNSI inherits the good property of the model (1), and thus, the good performance is guaranteed.

IV. OUR PROPOSED LNSI

In this section, we first describe our proposed model in Section IV-A and then provide the optimization algorithm in Section IV-B.

A. Model

We now introduce LNSI on label noise handling from the new viewpoint of side information. Let \( Y \in \mathbb{R}^{n \times c} \) be the observed label matrix with corrupted entries, where \( n \) is the number of examples and \( c \) is the number of classes. \( X \in \mathbb{R}^{n \times d} \) (\( d \) denotes the feature dimensionality) is the feature matrix, where the \( X_i \) representing the \( i \)th row of \( X \) records the feature of the \( i \)th example. The element \( Y_{ij} = 1 \) if the \( i \)th example has the label \( j \) (\( j = 1, 2, \ldots, c \)), and \( Y_{ij} = -1 \) otherwise. As explained in Section I, the features in \( X \) are taken as the side information for recovering the correct label matrix in this article.

Specifically, we propose to decompose the observed \( Y \) into two parts, where the first one is the low-rank groundtruth label matrix \( XZ \) estimated by the projection \( Z \) on the feature matrix \( X \), and the second part is \( E \in \mathbb{R}^{n \times c} \) describing the difference between the observed labels and accurate labels. Here \( Z \in \mathbb{R}^{d \times c} \) is the projection matrix, and \( E \) can be used to capture the noisy labels. Since the “clean” label matrix \( XZ \) is low-rank, the projection matrix \( Z \) should be low-rank as well. This is because only a small fraction of columns in \( X \) are sufficient to construct the low-rank space \( XZ \). As \( XZ \) is the low-rank groundtruth label matrix, each entry in it should be \( -1 \) or \( 1 \). The label errors can be captured by a row-sparse matrix \( E \) since the label noise in training examples is usually sparse, and thus, the number of corresponding nonzero rows should be small. In addition, the Frobenius norm is imposed to \( Z \) to avoid overfitting. By putting all the above together, we consider solving the following problem:

\[
\min_{Z,E} \|Z\|_s + \lambda_1 \|Z\|_F^2 + \lambda_3 \|E\|_{2,1}
\]

s.t. \( Y = XZ + E \), \( XZ \in \{-1, 1\}^{n \times c} \)

(2)
in which $\|Z\|_*$ with nuclear norm is employed to achieve low-rank effect. $\|E\|_{2,1}$ with $\ell_{2,1}$ norm is utilized to realize row sparsity, and $\lambda_1$ and $\lambda_3$ are the nonnegative tradeoff parameters. By solving (2), we can obtain the optimal $Z^\ast$, which can be used to compute the label $y \in \mathbb{R}^c$ of a test example $x \in \mathbb{R}^d$ as $y = Z^\ast x$. Then $x$ is classified into the $j$th class if $j = \arg\max_{j'=1,2,...,c} y_{j'}$ with $y_{j'}$ being the $j'$th element in the label vector $y$.

It is worth pointing out that although the formulation of (2) is similar to the low-rank representation (LRR) proposed in [27], their usages and implications are quite different. First, LRR is developed for subspace clustering while our method is for label noise removal. Second, LRR aims to select sparse atoms from a predefined dictionary to reconstruct a clean space, while our method tries to learn a proper mapping $Z$ from feature space to label space in presence of the label noise encoded by $E$. Therefore, these two models are different although they look similar at first glance.

To sufficiently exploit the side information, we further use the Laplacian regularizer based on graph embedding. Graph Laplacian has been widely utilized in several machine learning tasks such as semisupervised learning [28], [29], spectral clustering [30], multi-task learning [31], and metric learning [32]. However, to the best of our knowledge, it has not been used to deal with side information. Let $G = (\mathcal{V}, \mathcal{E})$ be an undirected weighted graph with vertex set $\mathcal{V}$ consisting of all $n$ examples and $\mathcal{E}$ is the edge set encoding the similarity between these examples. The symmetric adjacency matrix $\tilde{W} \in \mathbb{R}^{n \times n}$ is utilized to quantify the graph $G$, where $\tilde{W}_{ij} = \exp(-((X_i - X_j)^2)/2\sigma_k^2)$ [33] ($\sigma_k$ is the kernel width) measures the similarity between examples $X_i$ and $X_j$ ($i, j = 1, 2, \ldots, n$). The diagonal matrix $D$ and the Laplacian matrix $L$ of the graph $G$ are, respectively, defined as

$$D_{ii} = \sum_j \tilde{W}_{ij} = D - \tilde{W}. \quad (3)$$

Ideally, we hope that the similar examples revealed by $G$ obtain similar clean labels, and the labels of dissimilar examples can be quite different. Therefore, we have the Laplacian regularizer that is derived as

$$\sum_j \sum_j \tilde{W}_{ij} \|X_iZ - X_jZ\|_2^2 = \text{tr}((XZ)^\top L(XZ)) \quad (4)$$

in which $\text{tr}(\cdot)$ computes the trace of the corresponding matrix.

By combining (2) and (4), the proposed LNSI model is finally formulated as

$$\min_{Z,E} \|Z\|_* + \lambda_1 \|Z\|_F^2 + \lambda_2 \text{tr}((XZ)^\top L(XZ)) + \lambda_3 \|E\|_{2,1} \quad \text{s.t. } Y = XZ + E, \ XZ \in \{-1, 1\}^{n \times c} \quad (5)$$

in which $\lambda_1$, $\lambda_2$, and $\lambda_3$ are the nonnegative tradeoff parameters.

We note that (5) falls into an integer programming problem, which is generally NP-hard. To make problem (5) tractable, we relax the discrete constraint $XZ \in \{-1, 1\}^{n \times c}$ to a continuous convex set $XZ \in [-1, 1]^{n \times c}$. It is a linear programming relaxation, which has been used in several prior works [34], [35]. By doing so, we pursue to solve a simpler problem

$$\min_{Z,E} \|Z\|_* + \lambda_1 \|Z\|_F^2 + \lambda_2 \text{tr}((XZ)^\top L(XZ)) + \lambda_3 \|E\|_{2,1} \quad \text{s.t. } Y = XZ + E, \ XZ \in [-1, 1]^{n \times c}. \quad (6)$$

### B. Optimization

Directly solving the problem (6) is difficult due to the existence of coupled variables, which will make its optimization not have a closed-form solution. Consequently, we introduce two auxiliary variables $J$ and $B$, and then, the problem (6) is converted to the following equivalent version:

$$\min_{Z,E,J,B} \|Z\|_* + \lambda_1 \|Z\|_F^2 + \lambda_2 \text{tr}((XJ)^\top L(XJ)) + \lambda_3 \|E\|_{2,1} \quad \text{s.t. } \begin{align*}
Y &= B + E, \ B = XJ, \ Z = J, \ B \in [-1, 1]^{n \times c}. \quad (7)
\end{align*}$$

The optimization problem (7) is convex and many off-the-shelf methods can be adopted to solve it. For efficiency, here we use the alternating direction method of multipliers (ADMMs), which alternatively optimizes the related variables in an iterative manner. The augmented Lagrangian function of (7) with the continuous convex constraint can be written as

$$L(Z, E, J, B, M_1, M_2, M_3) = \|Z\|_* + \lambda_1 \|Z\|_F^2 + \lambda_2 \text{tr}((XJ)^\top L(XJ)) + \lambda_3 \|E\|_{2,1} + \lambda_3 \text{tr}((M_3^\top (B - XJ))) + \frac{\lambda_2}{2} \text{tr}(M_2^\top (B - XJ)) + \frac{\lambda_3}{2} \text{tr}(M_3^\top (Z - J)) + \frac{\mu}{2} \|Y - B - E\|_F^2 + \|B - XJ\|_F^2 + \|Z - J\|_F^2) \quad (8)$$

where $M_1$, $M_2$, and $M_3$ are the Lagrangian multipliers, and $\mu > 0$ is the penalty coefficient. We can sequentially minimize each of the variables $Z$, $E$, $B$, and $J$ by fixing the others in every iteration.

#### Update $Z$: The subproblem related to $Z$ is

$$\min_Z \|Z\|_* + \lambda_1 \|Z\|_F^2 + \lambda_2 \text{tr}((M_3^\top Z - J)) + \frac{\mu}{2} \|Z - J\|_F^2$$

$$\Rightarrow \min_Z \|Z\|_* + \lambda_1 \|Z\|_F^2 + \text{tr}(M_3^\top Z) + \frac{\mu}{2} \text{tr}(Z^\top Z - 2J^\top Z)$$

$$\Rightarrow \min_Z \|Z\|_* + \frac{2\lambda_1 + \mu}{2} \text{tr}(Z^\top Z - \frac{2}{2\lambda_1 + \mu} (\mu J - M_3)^\top Z)$$

$$\Rightarrow \min_Z \frac{1}{2\lambda_1 + \mu} \|Z\|_* + \frac{1}{2} \|Z - \frac{1}{2\lambda_1 + \mu} (\mu J - M_3)\|_F^2$$

$$\Rightarrow \min_\tau \|Z\|_* + \frac{1}{2} \|Z - \hat{T}\|_F^2 \quad (9)$$

where $\hat{T} = (1/(\mu + 2\lambda_1))(\mu J - M_3)$ and $\tau = (1/(2\lambda_1 + \mu))$. 
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According to [36], the closed-form solution to (9) can be expressed as

\[
Z = U \text{diag}(\max(\Sigma_{ii} - r, 0)) V^T \quad \forall i = 1, 2, \ldots, \min(d, c)
\]  

(10)

where \(U\) and \(V\) are obtained by conducting the singular value decomposition (SVD) on \(T\) (i.e., \(T = U \Sigma V^T\)), and \(\Sigma_{ii}\) is the \(i\)th diagonal element of the singular value matrix \(\Sigma\).

Update \(E\): By dropping the unrelated terms to \(E\) in (8), the subproblem of \(E\) is

\[
\min_E \lambda_3 \|E\|_{2,1} + \text{tr} \left( M_1^T (Y - B - E) \right) + \frac{\mu}{2} \|Y - B - E\|_F^2
\]

\[
\Rightarrow \min_E \lambda_3 \|E\|_{2,1} - \text{tr} \left( M_1^T E \right) + \frac{\mu}{2} \text{tr} \left( E^T E - 2(Y - B)^T E \right)
\]

\[
\Rightarrow \min_E \lambda_3 \|E\|_{2,1} + \frac{\mu}{2} \text{tr} \left( E^T E - 2 \left( Y - B + \frac{1}{\mu} M_1 \right)^T E \right)
\]

\[
\Rightarrow \min_E \frac{\lambda_3}{\mu} \|E\|_{2,1} + \frac{1}{2} E - \left( Y - B + \frac{1}{\mu} M_1 \right)^T E^T E
\]

\[
\Rightarrow \min_E \frac{\lambda_3}{\mu} \|E\|_{2,1} + \frac{1}{2} \|E - \bar{M}\|_F^2
\]

(11)

where \(\bar{M} = Y - B - (M_1/\mu)\) and \(\eta = (\lambda_3/\mu)\).

Herein, the closed-form solution to the general optimization problem related to \(\ell_{2,1}\) norm is provided in the following lemma.

Lemma 1 [27], [37]: Let \(\tilde{Q}\) be a given matrix and \(\tilde{W}\) is the variable to be optimized. If the optimal solution to

\[
\min_{\tilde{W}} \tilde{a} \|\tilde{W}\|_{2,1} + \frac{1}{2} \|\tilde{W} - \tilde{Q}\|_F^2
\]

is \(\tilde{W}^*\), then the \(i\)th row of \(\tilde{W}^*\) is

\[
\tilde{W}_{i}^* = \begin{cases} \|\tilde{Q}_{i}\|_2 - \tilde{a} \|\tilde{Q}_{i}\|_2 & \text{if } \|\tilde{Q}_{i}\|_2 > \tilde{a} \\ 0 & \text{otherwise.} \end{cases}
\]

(13)

Obviously, the subproblem related to \(E\) has the same formulation with (13). Therefore, the closed-form solution to (11) is expressed as

\[
E_i = \begin{cases} \|\bar{M}_{i}\|_2 - \eta \|\bar{M}_{i}\|_2 & \text{if } \|\bar{M}_{i}\|_2 > \eta \\ 0 & \text{otherwise.} \end{cases}
\]

(14)

where \(E_i\) and \(\bar{M}_i\) represent the \(i\)th row of the related matrices, respectively.

Update \(J\): The subproblem regarding \(J\) is

\[
\min_J \lambda_2 \text{tr}((XJ)^T L(XJ)) + \text{tr} \left( M_2^T (B - XJ) \right)
\]

\[
+ \text{tr} \left( \frac{\mu}{2} (B - XJ)^T B + \|Z - J\|_F^2 \right)
\]

\[
\Rightarrow \min_J \left( \lambda_2 J^T (X^T L X) J + \frac{\mu}{2} (J^T X^T X J + J^T J) \right)
\]

\[
- \text{tr} \left( M_2^T X J + M_3^T J + \mu (B^T X J + Z^T J) \right).
\]

(15)

By computing the derivative of (15) with respect to \(J\) and then setting it to zero, \(J\) can be updated as

\[
J = \left( 2\lambda_2 X^T L X + \mu X^T X + \mu I \right)^{-1}
\]

\[
\left( X^T M_2 + M_3 + \mu X^T B + \mu Z \right)
\]

(16)

where \(I\) denotes the identity matrix with proper size throughout this article.

Update \(B\): The subproblem on \(B\) with the continuous convex set \(B \in [-1, 1]^{n \times c}\) is

\[
\min_B \text{tr} \left( M_1^T (Y - B - E) \right) + \text{tr} \left( M_2^T (B - XJ) \right)
\]

\[
+ \frac{\mu}{2} (\|Y - B - E\|_F^2 + \|B - XJ\|_F^2)
\]

s.t. \(B \in [-1, 1]^{n \times c}\).

(17)

By first computing the derivative of (17) with respect to \(B\) and setting it to zero, the optimal \(B\) (i.e., \(\hat{B}\)) can be represented as

\[
\hat{B} = \frac{\mu (Y - E + XJ) + M_1 - M_2}{2\mu}
\]

(18)

To restrict \(\hat{B}\) to the feasible region, we further project all its elements to \([-1, 1]\) as

\[
B_{ij} = \Pi(\hat{B}_{ij})
\]

(19)

where the projection \(\Pi(x)\) is defined as

\[
\Pi(x) = \begin{cases} 1, & \text{if } x > 1 \\ x, & \text{if } x \in [-1, 1] \\ -1, & \text{if } x < -1. \end{cases}
\]

(20)

The entire optimization process for LNSI is summarized in Algorithm 1.

V. THEORETICAL ANALYSES

This section provides the theoretical analyses on LNSI. We first prove that the optimization process explained in Section IV-B will converge to a stationary point and then analyze the computational complexity of Algorithm 1. Finally, we theoretically prove that the generalization risk of LNSI is upper bounded.

A. Proof of Convergence

In this section, we discuss the convergence property of the ADMM method in Algorithm 1. As discussed in [38], the convergence of ADMM has been proved when there are only two blocks of variables. However, (7) contains four variables \(Z, E, J, \) and \(B,\) and thus, such a convergence property of ADMM is not theoretically guaranteed. By demonstrating that (7) is equivalent to the standard optimization problem with two variables, we show that the iterative solution provided in Algorithm 1 also enjoys the good property of convergence in Theorem 2.

Theorem 2: Given the optimization problem (7), the iterative process of ADMM will converge to a stationary point.

First, we provide the convergence conditions for general ADMM solver and then prove that the proposed algorithm satisfies the required conditions. Therefore, the iterative solution in Algorithm 1 is guaranteed to converge to a stationary point. The detailed proof can be found in the Appendix.
Algorithm 1: Algorithm for Solving LNSI

**Input:** feature matrix $X$, observed label matrix $Y$;
trade-off parameters: $\lambda_1$, $\lambda_2$, and $\lambda_3$;
$Z = O$, $J = Z$, $E = O$, $B = O$, $M_1 = O$, $M_2 = O$,
$M_3 = O$; $\mu = 10^{-3}$, $\mu_{\text{max}} = 10^6$, $\rho = 1.2$, $\epsilon = 10^{-6}$,
iter\_max = 1000; iter = 0;
1: Construct graph $G$ and calculate the Laplacian matrix $L$ via (3);
2: while not converge do
3: Update $Z$ via (10),
4: Update $E$ via (14),
5: Update $J$ via (16),
6: Update $B$ via (19),
7: Update the multipliers $M_1 := M_1 + \mu (Y - B - E)$,
$M_2 := M_2 + \mu (B - XJ)$,
$M_3 := M_3 + \mu (Z - J)$,
8: Update the parameter $\mu$ by $\mu := \min(\rho \mu, \mu_{\text{max}})$,
9: iter := iter + 1,
10: Check the convergence conditions:
$\|Y - B - E\|_F \leq \epsilon$ and $\|B - XJ\|_F \leq \epsilon$ and $\|Z - J\|_F \leq \epsilon$ or iter > iter\_max.
11: end while

**Output:** optimized $Z^*$ and $E^*$.

B. Computational Complexity

This section studies the computational complexity of Algorithm 1. The graph construction in Line 1 of Algorithm 1 takes $O(n^2)$ complexity. Line 3 is accomplished by using the SVD, of which the complexity is $O(\min(d^2c, dc^2))$. In Line 4, one should compute the $\ell_2$-norm of each row of a $n \times c$ matrix $E$, so the complexity is $O(nc)$. Note that a $d \times d$ matrix should be inverted in Line 5, so the complexity of this step is $O(d^3)$. Therefore, the total complexity of our proposed algorithm is $O(n^2 + (\min(d^2c, dc^2) + nc + d^3)k)$ by assuming that Lines 2–9 are iterated $k$ times. Note that the complexity of Algorithm 1 is squared to the number of training examples $n$, so its complexity is acceptable.

C. Generalization Bound

In this section, we derive the generalization bound of LNSI.  

1) Preliminaries: Recall that our goal is to find a suitable project matrix $Z$ by recovering the clean label matrix $XZ$, given the observed noisy label matrix $Y$ and example features $X$. Similar to [10], (6) can be reformulated to the following expression with hard constraints, namely:

$$
\min_{Z,E} \sum_{(i, j) \in \{1, \ldots, n\} \times \{1, \ldots, c\}} \ell((XZ + E)_{ij}, Y_{ij})
$$

s.t. $\|Z\|_\infty \leq Z_\infty, \|Z\|_F \leq Z_F, \ XZ \in [-1, 1]^{n \times c},
\text{tr}((XZ)^T L(XZ)) \leq Z_{\text{tr}}, \|E\|_{2,1} \leq E_{2,1}$.

Let $\theta = (Z, E)$ be any feasible solution, and $\Theta = \{\theta, \ (Z, E) \ | \ \|Z\|_\infty \leq Z_\infty, \|Z\|_F \leq \sqrt{Z_F}, \ XZ \in [-1, 1]^{n \times c}, \ \text{tr}((XZ)^T L(XZ)) \leq Z_{\text{tr}}, \|E\|_{2,1} \leq E_{2,1}\}$ be the feasible solution set. Also, let $f_\theta(i, j) = X_i Z J^T + E_{ij}$ be the estimation function for $Y_{ij}$ parameterized by $\theta = (Z, E)$, and $\mathcal{F}_\Theta = \{f_\theta | \theta \in \Theta\}$ be the set of feasible functions. $I_\ell$ is the jth column of identity matrix $I \in \mathbb{R}^{c \times c}$. We are interested in the following two “$\ell$-risk” quantities:

1) expected $\ell$-risk: $R_\ell(f) = \mathbb{E}_q[\ell(f(i, j), Y_{ij})]$;
2) empirical $\ell$-risk: $\hat{R}_\ell(f) = (1/n_t) \sum_{(i, j)} \ell(f(i, j), Y_{ij})$,
where $n_t$ is the number of observed entries. Thus, LNSI is to find a proper $\theta^* = (Z^*, E^*)$ that parameterizes $f^* = \arg \min_{f \in \mathcal{F}_\Theta} R_\ell(f).

2) Generalization Bound of LNSI: To bound the generalization error of LNSI, we first link the quality of training labels to Rademacher complexity, which theoretically measures the complexity of a function class. We will show that high-quality labels of training examples will result in a lower model complexity and thus a smaller error bound.

To begin with, we apply the following lemma to bound the expected $\ell$-risk.

**Lemma 3 (Bound on Expected $\ell$-Risk [39]):** Let $\ell$ be the loss function bounded by $B$ with Lipschitz constant $L_\ell$, and $\delta$ be a constant where $0 < \delta < 1$. With probability at least $1 - \delta$, we have

$$
\max_{f \in \mathcal{F}} |R_\ell(f) - \hat{R}_\ell(f)| \leq 2L_\ell R_n(\mathcal{F}) + B \sqrt{\frac{\ln(1/\delta)}{2n_t}}
$$

where

$$
R_n(\mathcal{F}) := \mathbb{E}[\mathcal{R}(\mathcal{F})]
$$

is the Rademacher complexity of the function class $\mathcal{F}$ and

$$
\mathcal{R}(\mathcal{F}) := \mathbb{E}_\sigma \left[ \sup_{f \in \mathcal{F}, n_t} \frac{1}{n_t} \sum_{a=1}^{n_t} \sigma_a f(\alpha) \right]
$$

is the empirical Rademacher complexity on the training examples. Note that $\sigma_a$ ($a = 1, 2, \ldots, n_t$) are independent identically distributed (i.i.d.) Rademacher random variables.

Given Lemma 3, we see that the key to derive the upper bound of a function $f \in \mathcal{F}$ is to bound the complexity $R_n(\mathcal{F}_\Theta)$. More formally, the Rademacher complexity can be bounded in terms of the constraints in (21). Before diving into the details, we first provide several useful theorems and lemmas.

**Lemma 4 (Complexity Bound [40]):** Let $S$ be a closed convex set and let $F : S \rightarrow \mathbb{R}$ be $\beta$-strongly convex with respect to $\| \cdot \|$. In addition, we assume that $F^*(\Theta) = 0$ with $F^*$ being the Fenchel conjugate of function $F$. Further, let $A = \{A : \|A\|_{\infty} \leq A\}$ and define $W = \{W : S : F(W) \leq F_{\text{max}}\}$. Considering the class of linear functions $\mathcal{F} = \{A \rightarrow (W, A) : W \in W\}$, we have

$$
\mathcal{R}(\mathcal{F}) \leq A \frac{2F_{\text{max}}}{\beta n_t}
$$

where \(\langle W, A \rangle = tr(W^T A)\).

**Lemma 5 [41]:** The function $F : \mathbb{R}^{n \times c} \rightarrow \mathbb{R}$ defined as $F(W) = (1/2)\|W\|_2^2$ for $q = (\ln(c)/\ln(c) - 1)$ is $(1/(3\ln(c)))$-strongly convex with respect to $\| \cdot \|_{2,1}$ over $\mathbb{R}^{n \times c}$. This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
Lemma 6 [40]: The function $F : \mathbb{R}^{d \times c} \rightarrow \mathbb{R}$ defined as $F(W) = (1/2)\|W\|_{2,2}^2$ is $(1/2)$-strongly convex with respect to $\| \cdot \|_{2,2}$ over $\mathbb{R}^{d \times c}$, where $\| \cdot \|_{2,2} := \| \cdot \|_F$.

By combining Lemmas 5 and 6 with the bound given in Lemma 4, we obtain the following two corollaries.

Corollary 7: Let $W = \{ W : \|W\|_{F} \leq W_{21} \}$ and $A = \{ A \in \mathbb{R}^{d \times c} : \|A\|_{2,\infty} \leq A_{2,\infty} \}$, and then the empirical Rademacher complexity of the function class with $F(W) = (1/2)\|W\|_{2,2}^2$ for $q = (\ln(c)/(\ln(c) - 1))$ is bounded as

$$
\mathbb{E}_\sigma \left[ \sup_{f \in \mathcal{F}} \frac{1}{m} \sum_{i=1}^{m} \sigma_i \text{tr}(W^T A^{(\alpha)}) \right] \leq W_{2,1} A_{2,\infty} \sqrt{\frac{3 \ln(c)}{n_{r}-1}}.
$$

(23)

with the fact that the dual norm of $\ell_{2,1}$ is $\ell_{2,\infty}$.

Corollary 8: Let $W = \{ W : \|W\|_{F} \leq W_{F} \}$ and $A = \{ A \in \mathbb{R}^{d \times c} : \|A\|_{F} \leq A_{f} \}$, and then the empirical Rademacher complexity of the function class with $F(W) = (1/2)\|W\|_{2,2}^2$ is bounded as

$$
\mathbb{E}_\sigma \left[ \sup_{f \in \mathcal{F}} \frac{1}{m} \sum_{i=1}^{m} \sigma_i \text{tr}(W^T A^{(\alpha)}) \right] \leq W_{F} A_{f} \sqrt{\frac{2}{n_{r}}}
$$

(24)

with the fact that the dual norm of the Frobenius norm is the Frobenius norm.

Lemma 9 [10]: Let $W = \{ W : \|W\|_{*} \leq W_{*} \}$ and $A = \{ A \in \mathbb{R}^{d \times c} : \|A\|_{*} \leq A_{2,\infty} \}$, and then the empirical Rademacher complexity of the function class with $F(W) = (1/2)\|W\|_{*}^2$ is bounded as

$$
\mathbb{E}_\sigma \left[ \sup_{f \in \mathcal{F}} \frac{1}{m} \sum_{i=1}^{m} \sigma_i \text{tr}(W^T A^{(\alpha)}) \right] \leq \sqrt{\ln(2d_\epsilon)}
$$

(25)

with the fact that the dual norm of the nuclear norm is the spectral norm and $d_\epsilon = \max(d, c)$.

Lemma 10: Let $A_{m_1} \in \mathbb{R}^{m_1 \times n_1}$ and $A_{m_2} \in \mathbb{R}^{n_1 \times m_2}$ be two matrices, and then the following inequality holds:

$$
\lambda_{\min}(A_{m_1}^T A_{m_1}) \|A_{m_2}\|_{F}^2 \leq \|A_{m_1} A_{m_2}\|_{F}^2
$$

(26)

where $\lambda_{\min}(\cdot)$ represents the smallest eigenvalue of the matrix inside the bracket.

Proof: For a given complex Hermitian matrix $M_r$ and nonzero vector $x_r$, the Rayleigh quotient $R(M_r, x_r)$ [42], [43] is defined as

$$
R(M_r, x_r) = \frac{x_r^* M_r x_r}{x_r^* x_r}
$$

(27)

and the following inequality holds:

$$
\lambda_{\min}(M_r) \leq R(M_r, x_r) \leq \lambda_{\max}(M_r).
$$

(28)

Let $a = \text{Vec}(A_{m_2})$, where Vec($\cdot$) is an operator converting a matrix into a vector, and then, $\|A_{m_1} A_{m_2}\|_{F}^2$ can be rewritten in the form of $\ell_2$-norm as

$$
\|A_{m_1} A_{m_2}\|_{F}^2 = \| (I \otimes A_{m_1}) a \|_{2}^2
$$

$$
= a^*(I \otimes A_{m_1})^T (I \otimes A_{m_1}) a
$$

$$
= a^*(I \otimes A_{m_1})^T (I \otimes A_{m_1}) a
$$

$$
= a^*(I \otimes A_{m_1}) a
$$

(29)

where $\otimes$ represents the Kronecker product [44] and $I$ is an identity matrix with proper size.

Combining (28) with (29), the following inequality holds, namely:

$$
\lambda_{\min}(A_{m_1}^T A_{m_1}) \|A_{m_2}\|_{F}^2 = \lambda_{\min}(I \otimes A_{m_1}^T A_{m_1}) \|A_{m_2}\|_{F}^2
$$

$$
= \lambda_{\min}(I \otimes A_{m_1}^T A_{m_1}^T a^T a)
$$

$$
\leq a^*(I \otimes A_{m_1}^T A_{m_1}) a
$$

$$
= \|A_{m_1} A_{m_2}\|_{F}^2
$$

(30)

which completes the proof.

Provided Lemma 10, $\text{tr}(XZ) \text{L}(XZ) \leq Z_{b}$ in (21) can be derived into a constraint in the form of Frobenius norm on $Z$. Specifically, note that the Laplacian matrix is positive semidefinite and its SVD is $L = U_L \Sigma_L U_L^\dagger = U_L \Sigma_L^{1/2} U_L^\dagger$, so we have

$$
\text{tr}(XZ) \text{L}(XZ) = \text{tr}(XZ^\dagger U_L \Sigma_L^{1/2} U_L^\dagger XZ)
$$

$$
= \text{tr}((\Sigma_L^{1/2} U_L^\dagger XZ) (\Sigma_L^{1/2} U_L^\dagger XZ))
$$

$$
\geq \lambda_{\min}(X^\dagger LX) \|Z\|_F^2
$$

(31)

If $\lambda_{\min} = \lambda_{\min}(X^\dagger LX) > 0$, we have $\|Z\|_F \leq Z_{b}$, where $Z_{b} = (\lambda_{\min}/\lambda_{\min})^{1/2}$.

In addition, we manage to rewrite the constraint $XZ \in [-1, 1]^{m \times c}$ as the form of Frobenius norm on $Z$. Since $XZ \in [-1, 1]^{m \times c}$ and $\|XZ\|_F^2 \leq nc$, then similar to (31), we may obtain that $\|Z\|_F \leq Z_{b}$ if $\lambda_{\min} = \lambda_{\min}(X^\dagger X) > 0$, where $Z_{b} = (nc/\lambda_{\min})^{1/2}$.

Taking the three different Frobenius norm-based constraints (i.e., $\|Z\|_F \leq \sqrt{\lambda_{\min}}$, $\|Z\|_F \leq Z_{b}$, $\|Z\|_F \leq Z_{b}$) on the matrix $Z$ into account, and let $Z_{\min} = \min(\sqrt{\lambda_{\min}}, Z_{b}, Z_{b})$, we have

$$
\|Z\|_F \leq \sqrt{Z_{b}}, \quad \text{if } \lambda_{\min} \leq 0 \text{ or } \lambda_{\min} \leq 0
$$

(32)

For convenience, we denote the upper bound of $\|Z\|_F$ as $Z$ that can be $\sqrt{Z_{b}}$ or $Z_{\min}$ according to different conditions in (32).

Herein, we begin to formally derive the generalization error of LNSI.

Theorem 11: Let $X_2 = \max_{i} \|X_i\|_2$ and $X_F = \max_{i} \|X_i\|_F$, and then the model complexity of function class $\mathcal{F}_\Theta$ is upper bounded by

$$
\mathcal{R}_\lambda(\mathcal{F}_\Theta) \leq \min \left\{ \lambda_{\min} \lambda_2 \sqrt{\frac{\ln(2d_\epsilon)}{nc}}, Z_{\max} \lambda_{\max} \sqrt{\frac{2}{nc}}, \right\}
$$

+ $\varepsilon_{2,1} \sqrt{\frac{3 \ln(c)}{nc}}$.

(33)

Proof: First, the Rademacher complexity of linear function class $\mathcal{F}_\Theta$ in our case can be written as

$$
\mathcal{R}(\mathcal{F}_\Theta) := \mathbb{E}_\sigma \left[ \sup_{\Theta \in \Theta} \frac{1}{nc} \sum_{i=1}^{nc} \sigma_i (X_{i\alpha} Z I_{J_a} + E_{i\alpha, J_a}) \right].
$$

(34)
Since $Z$ and $E$ are independent variables, the Rademacher complexity can be written as
\[
\mathcal{R}(F_\theta) = \mathbb{E}_\sigma \left[ \sup_{Z \in \Theta_Z} \frac{1}{nc} \sum_{a=1}^{nc} \sigma_a X_i a Z I_{ja} \right] \\
+ \mathbb{E}_\sigma \left[ \sup_{E \in \Theta_E} \frac{1}{nc} \sum_{a=1}^{nc} \sigma_a E_{ia, ja} \right] \\
= \mathbb{E}_\sigma \left[ \sup_{Z \in \Theta_Z} \frac{1}{nc} \sum_{a=1}^{nc} \sigma_a \text{tr}(Z^T X_i a Z I_{ja}^T) \right] \\
+ \mathbb{E}_\sigma \left[ \sup_{E \in \Theta_E} \frac{1}{nc} \sum_{a=1}^{nc} \sigma_a \text{tr}(E^T I_{ja} E I_{ja}^T) \right] (35)
\]
where $I^i$ is the $i$th column of identity matrix $I \in \mathbb{R}^{n \times n}$, $\Theta_Z = \{Z \mid \|Z\|_s \leq Z_s, \|Z\|_F \leq \sqrt{Z_F}, XZ \in [-1, 1]^{p \times c}, \text{tr}((XZ)^T L(XZ)) \leq Z_w\}$, and $\Theta_E = \{E \mid \|E\|_F \leq Z\}$. From the definition of Rademacher complexity, we know that it measures the richness of a class of real-valued functions with respect to a probability distribution. Hence, the tighter the constraints of functions are, the smaller the Rademacher complexity will be. By using the Rademacher contraction principle [45], (35) can be transformed as
\[
\mathcal{R}(F_\theta) \leq \mathbb{E}_\sigma \left[ \sup_{Z \in \Theta_Z} \frac{1}{nc} \sum_{a=1}^{nc} \sigma_a \text{tr}(Z^T X_i a Z I_{ja}^T) \right] \\
+ \mathbb{E}_\sigma \left[ \sup_{E \in \Theta_E} \frac{1}{nc} \sum_{a=1}^{nc} \sigma_a \text{tr}(E^T I_{ja} E I_{ja}^T) \right] \\
\leq \min \left\{ \mathbb{E}_\sigma \left[ \sup_{Z \in \Theta_Z} \frac{1}{nc} \sum_{a=1}^{nc} \sigma_a \text{tr}(Z^T X_i a Z I_{ja}^T) \right] \\
+ \mathbb{E}_\sigma \left[ \sup_{E \in \Theta_E} \frac{1}{nc} \sum_{a=1}^{nc} \sigma_a \text{tr}(E^T I_{ja} E I_{ja}^T) \right] \right\} \\
+ \mathbb{E}_\sigma \left[ \sup_{E \in \Theta_E} \frac{1}{nc} \sum_{a=1}^{nc} \sigma_a \text{tr}(E^T I_{ja} E I_{ja}^T) \right] (36)
\]
where $\Theta_{Z_2} = \{Z \mid \|Z\|_s \leq Z_s\}$ and $\Theta_{Z_3} = \{Z \mid \|Z\|_F \leq Z\}$.

Taking Corollaries 7 and 8 and Lemma 9 into consideration, (36) leads to
\[
\mathcal{R}(F_\theta) \leq \mathcal{E}_{2,1} \|I^T I^\top\|_{2,\infty} \sqrt{\frac{3 \ln(c)}{nc}} + \min \left\{ Z_s \max_{i,j} \|X_i^T I^T\|_2 \sqrt{\frac{\ln(2d_i)}{nc}} \\
Z \max_{i,j} \|X_i^T I^T\|_F \sqrt{\frac{2}{nc}} \right\} (37)
\]
where $\mathcal{E}_{2,1} = \sqrt{\frac{3 \ln(c)}{nc}}$.

Since $\max_{i,j} \|X_i^T I^T\|_2 = \max_i \|X_i\|_2 \max_j \|I^T\|_2 = \max_i \|X_i\|_2$, $\max_{i,j} \|X_i^T I^T\|_F = \max_i \|X_i\|_F$ and $\max_{i,j} \|I^T I^\top\|_{2,\infty} = 1$, we arrive at the upper bound of $\mathcal{R}_n(F_\theta)$, which is
\[
\mathcal{R}_n(F_\theta) \leq \min \left\{ Z_s \mathcal{X}_2 \sqrt{\frac{\ln(2d_i)}{nc}}, Z L_Y \sqrt{\frac{2}{nc}} \right\} + \mathcal{E}_{2,1} \sqrt{\frac{3 \ln(c)}{nc}}. (38)
\]

Based on Theorem 11 and Lemma 3, the following inequality holds:
\[
\max_{f \in \mathcal{F}} |R_{\ell}(f) - \hat{R}_{\ell}(f)| \leq 2 \mathcal{L}_{\ell} \min \left\{ Z_s \mathcal{X}_2 \sqrt{\frac{\ln(2d_i)}{nc}}, Z L_Y \sqrt{\frac{2}{nc}} \right\} + 2 \mathcal{L}_{\ell} \mathcal{E}_{2,1} \sqrt{\frac{3 \ln(c)}{nc}} + B \sqrt{\frac{\ln(1/\delta)}{2nc}} (39)
\]
and thus the expected loss is upper bounded. As mentioned before, the matrix $E$ is utilized to capture the label noise and the $\mathcal{E}_{2,1}$ norm on it is upper bounded by $\mathcal{E}_{2,1}$. Specifically, we observe that $\mathcal{E}_{2,1}$ is governed by the label noise rate. A small noise rate will lead to a small $\mathcal{E}_{2,1}$, which further reduces the upper bound of the expected $\ell$-risk in the right-hand side of (39).

VI. EXPERIMENTS

In this section, we first use a toy data set to validate the motivation of LNSI (Section VI-A) and then compare LNSI with several representative baselines on various UCI benchmark data sets (Section VI-B). Next, we compare LNSI with these baseline algorithms on four practical data sets including ISOLET, COIL20, MNIST, and CIFAR-10 (Sections VI-C–VI-F). Also, the convergence process of the ADMM adopted in the Algorithm 1 is illustrated (Section VI-G). Afterward, we conduct the ablation study to verify the effectiveness of the critical regularizers of LNSI (Section VI-H) and also study the parametric sensitivity of LNSI (Section VI-I). Finally, we summarize the experimental results and give some insightful analyses (Section VI-J).

Our LNSI is compared with five representative methods for noisy label handling, including labeled instance centroid smoothing (LICS) [3], unbiased logistic estimator (ULE) [4], $\mu$ stochastic gradient descent ($\mu$SGD) [6], learning with symmetric label noise (LSLN) [15], and coteaching [18]. It is worth noting that the first four baseline methods are only suitable for binary classification, so we use the one-versus-the-rest strategy to make them applicable to multi-class situations. In addition, the prior knowledge such as the noise rate for all the compared methods is provided accurately. Note that coteaching can only handle images, so it is not compared on the nonimage data sets including five UCI data sets and ISOLET data set.

A. Algorithm Validation

First, we demonstrate the effectiveness of LNSI on a toy data set. As shown in Fig. 2(a), we manually generate 8 examples in a 2-D space, which include 3 negative examples.
observed that a sparse graph can usually lead to good performance. The parameter \( \sigma_k \) controls the connective strength of pairwise examples, and it is chosen below 1 as all features have been normalized. The number of the nearest neighbors in the graph was selected by searching the grid \( \{5, 10, 15, 20\} \). Similarly, the kernel width \( \sigma_k \) was also tuned by searching the grid \( \{0.01, 0.1, 0.5, 1\} \).

We established the 5-NN graph for LNSI on Wine and Breast Tissue and the 10-NN graph on CNAE9, Pendigits and Connect-4. The kernel width \( \sigma_k \) on Connect-4 was 1 and on the other four data sets was chosen as 0.1. The tradeoff parameters \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) were selected by searching the grid \( \{10^{-4}, 10^{-3}, \ldots, 10^0\} \) on Wine and Breast Tissue, and the grid \( \{10^{-2}, 10^{-1}, \ldots, 10^3\} \) on CNAE9, Pendigits, and Connect-4. The classification accuracies of all the compared methods are shown in Fig. 3. Note that LICS and LSLN are not compared on the Connect-4 data set as they are not scalable to this data set.

From Fig. 3, we observe that LNSI yields better performance than other baselines in most cases. An exceptional case is that ULE and LSLN obtain the best results on Breast Tissue and Pendigits under the noise level 0%, respectively. Besides, we note that ULE performs satisfactorily on Wine under the noise level 60%. However, LNSI is generally the most robust method compared with all the other baselines. Therefore, formulating the classification task under label noise as a matrix recovery problem does help to improve the robustness of the trained classifier.

### C. Experiments on ISOLET Data Set

To demonstrate the superiority of LNSI in dealing with different kinds of practical problems, we first use the ISOLET\textsuperscript{2} data set to test the ability of all compared methods on the speech recognition task. A subset of ISOLET is established for our experiments, which contains 30 speakers speaking the name of each letter of the alphabet (i.e., “A”–“Z”) twice. As a result, we have totally \( 30 \times 26 \times 2 = 1560 \) examples, and each example is encoded as a 617-dimensional feature vector. Our task is to identify which of the 26 letters each example belongs to. Among these examples, we randomly pick up 20% of examples to establish the test set, and the remaining 80% of examples form the training set. To incorporate different levels of label noise, we randomly select 0%, 20%, 40%, and 60% of label noise on the training set and then switch their accurate labels to the wrong values. Such example selection and label corruption are conducted five times, so every compared algorithm should independently run five times on the contaminated data set and the average accuracy on the test set over these five different runs is particularly investigated. The standard deviation over the five runs is also reported to display the stability of each compared algorithm.

In LNSI, a 10-NN graph with kernel width \( \sigma_k = 0.1 \) was established. The tradeoff parameters in (6) such as \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) were tuned by searching the grid \( \{10^{-2}, 10^{-1}, \ldots, 10^3\} \). From Table II, we see that the performances of LNSI are significantly better than baseline methods in almost all cases.

---


In addition, LNSI is much more robust than other compared methods, as their performances decrease sharply with the increase of levels of label noise.

### D. Experiments on COIL20 Data Set

This section tests the performance of LNSI on an image data set, i.e., the COIL20\(^3\). COIL20 is a popular public data set for object classification, which includes 1440 object images belonging to 20 classes, and each class has 72 images shot from different angles. The resolution of each gray-level image is 32 \(\times\) 32 [46]. We use the output of the first fully connected layer of VGGNet-16 as the CNN features, and therefore, each image in COIL20 can be represented by a feature vector with 4096 dimensions.

Similar to the experimental settings in Section VI-C, we randomly pick up 20\% of examples for test, and the remaining 80\% of examples are served as training data. Also, we randomly select 0\%, 20\%, 40\%, and 60\% of training examples and switch the accurate label of each of them to a random wrong label. In this data set, we establish a 10-NN graph with \(\sigma_k = 0.1\). In addition, the tradeoff parameters in (6) such as \(\lambda_1, \lambda_2,\) and \(\lambda_3\) were tuned by searching the grid \(\{10^{-2}, 10^{-1}, \ldots, 10^3\}\) in order to obtain the satisfactory results.

The classification accuracies of all compared methods under different label noise levels are presented in Table III. It can be observed that the performances of all methods decrease with the increase in noise level. However, LNSI achieves the best results in most cases when compared with other baseline methods. Another notable fact is that LNSI performs robustly under different levels of label noise, while the performances of baselines dramatically decrease when the noise rate ranges from 0\% to 60\%.

### E. Experiments on MNIST Data Set

We use the MNIST\(^4\) data set to evaluate the capabilities of various methods on handwritten digit recognition. Here we use a subset of MNIST for our experiments, which contains 2000 training examples and 2000 test examples across ten different classes. The number of examples belonging to each

---

\(^3\)http://www.cs.columbia.edu/CAVE/software/softlib/coil-20.php

\(^4\)http://yann.lecun.com/exdb/mnist/
class ranges from 359 to 454 and 80% of these examples are randomly picked up to establish the training set. The resolution of each gray-level handwritten digit image is 28 × 28. We use the output of the first fully connected layer of VGGNet-16 to extract the CNN features for each image, and therefore, the dimensionality of one feature vector is 4096.

All experimental settings are the same as those in Sections VI-C and VI-D. In this data set, a 10-NN graph with \( \sigma_k = 1 \) was established and the tradeoff parameters in (6) such as \( \lambda_1, \lambda_2 \), and \( \lambda_3 \) were tuned by searching the grid \( \{10^{-1}, 10^0, \ldots, 10^3\} \). Similarly, the mean accuracies and standard deviations of five independent runs of all comparators are reported, which can be found in Table IV. We see that when the noise rate is 0%, 20%, and 40%, LNSI is comparable with other baseline methods. However, LNSI achieves very robust and satisfactory performances on MNIST when the label noise rate is 60%, while all other baseline methods perform unsatisfactorily. Consequently, the existing methods are inferior to LNSI in terms of the classification accuracy under serious label noise.

F. Experiments on CIFAR-10 Data Set

This section tests the performance of LNSI and baselines on the natural image data set, i.e., the CIFAR-10.5. Here we use a subset of CIFAR-10 for our experiments which contains 30,000 image examples randomly sampled from original data set across different classes. The resolution of each color image is 32 × 32 × 3. We extract the CNN features for each image, which are calculated as the output of the first fully connected layer of VGGNet-16, and therefore, the dimensionality of one feature vector is 4096.

All experimental settings are the same as those in Sections VI-C–VI-E. In this data set, 80% of the examples are randomly selected as the training set. A 15-NN graph with \( \sigma_k = 0.5 \) was established, and the tradeoff parameters in (6) such as \( \lambda_1, \lambda_2 \), and \( \lambda_3 \) were tuned by searching the grid \( \{10^{-1}, 10^0, \ldots, 10^3\} \).

The classification accuracies of the compared algorithms under different label noise levels are presented in Table V, from which we can see that LNSI outperforms other baselines and is much more robust to noisy labels with the increase in the level of label noise. Note that LICS and LSLN are not compared on the CIFAR-10 data set as they are not scalable to this data set.

G. Illustration of Convergence

In Section V-A, we have theoretically proved that the optimization process in Algorithm 1 will converge to a stationary point. In this section, we present the convergence curves of LNSI on the four practical data sets appeared in Sections VI-C–VI-F. From the curves shown in Fig. 4, we see that the differences between the two sides of equality constraints in (7) decrease rapidly on all data sets. This observation justifies our previous theoretical results and demonstrates that ADMM is effective and efficient for solving (7).

H. Ablation Study

From the above-mentioned experimental results presented in Sections VI-B–VI-F, we see that LNSI performs favorably to other existing methods. Therefore, this section investigates the effects of key components of LNSI that leads to the good performance. Specifically, we conduct the ablation study on LNSI to explore the individual contributions of the low-rank regularizer \( \|Z\|_* \) and the Laplacian regularizer.

---

5https://www.cs.toronto.edu/~kriz/cifar.html
Fig. 4. Illustration of convergence process of the ADMM method adopted by LNSI on the four practical data sets. For each data set, we present the convergence curves under different convergence criteria in the Algorithm 1.

(a)–(c) ISOLET data set. (d)–(f) COIL20 data set. (g)–(i) MNIST data set. (j)–(l) CIFAR-10 data set.

tr((XZ)\(\top\)L(XZ))). To this end, we study the performances of three different settings on the above four practical data sets (such as ISOLET, COIL20, MNIST, and CIFAR-10).

First, both low-rank regularizer and Laplacian regularizer are reserved to constitute the original model (abbreviated as “LNSI”); second, the Laplacian regularizer is removed from the original model to see how this term influences the model performance (abbreviated as “No Laplacian”); third, we remove the low-rank regularizer while keeping the Laplacian regularizer to observe the effect of low-rank regularizer (abbreviated as “No Low-Rank”).

The experimental results of these three models are illustrated in Fig. 5, in which 40% and 60% of training examples have incorrect labels. The results reveal that LNSI achieves the best performance on all four data sets, especially when the label noise rate is relatively high. By contrast, the accuracy of LNSI will drop without any of the two terms such as low-rank regularizer and Laplacian regularizer, and therefore, these two regularization terms are essential to boost the performance of LNSI.

I. Parametric Sensitivity

Note that the objective function (8) in LNSI contains three tradeoff parameters \(\lambda_1\), \(\lambda_2\), and \(\lambda_3\) that should be manually tuned. Therefore, in this section, we discuss whether the choices of them will significantly influence the performance of LNSI. To this end, we examine the classification accuracy at two different levels (20% and 60%) of label noise via changing one of \(\lambda_1\), \(\lambda_2\), and \(\lambda_3\), and meanwhile fixing the others to the optimal constant values under different data sets and different noise rates. The above-mentioned four practical data sets are adopted here, and the results are shown in Fig. 6. Fig. 6(a)–(c) shows the experiments on the ISOLET data set, (d)–(f) shows the experiments on the COIL20 data set, (g)–(i) shows the experiments on the MNIST data set, and (j)–(l) shows the experiments on the CIFAR-10 data set. The results reveal that LNSI is robust to the variations of \(\lambda_1\) and \(\lambda_2\) in a wide range, so they can be easily tuned for practical use. Meanwhile, the performance of LNSI varies when \(\lambda_3\) changes in a wide range, as \(\lambda_3\) controls the capability of our method for capturing the label noise via the error matrix \(E\). Specifically, if \(\lambda_3\) is large, the label noise will be greatly ignored, leading to the performance degradation of LNSI on COIL20 and MNIST when the noise rate is 60%.

J. Summary of Experiments

Based on the above-mentioned experimental results of Sections VI-B–VI-I, we observe that: 1) LNSI performs better than other baseline algorithms in most cases, both on benchmark data sets and practical data sets; 2) the proposed algorithm in Algorithm 1 converges quickly to a stationary point; 3) LNSI is robust to the variation of the two tradeoff parameters including \(\lambda_1\) and \(\lambda_2\); 4) when the label noise is serious, the performance of LNSI might drop when \(\lambda_3\) is set to a large value; 5) the introduced low-rank regularizer and Laplacian regularizer are both beneficial to improve the classification performance; and 6) the proposed LNSI outperforms other compared baselines when 40% and 60% labels have incorrect labels.
of training examples are incorrect because the error matrix \( E \) can capture the label errors successfully and the Laplacian regularizer is essential to boost the performance of LNSI.

VII. CONCLUSION

To solve the label inaccuracy that often occurs in plenty of real-world data sets for classification, this article provides a novel paradigm that formulates the noisy label removal problem as a matrix recovery problem and treats the example features as the side information to aid the recovery process. Our proposed LNSI seamlessly forms the label noise removal and classifier parameter optimization into a unified framework. The convergence property, computational complexity, and generalization bound are also theoretically analyzed. We tested LNSI on various benchmark and practical data sets under different levels of label noise and found that LNSI outperforms other compared baseline methods and achieves robust results to different levels of label noise.

APPENDIX

PROOF OF THE CONVERGENCE

To begin with, we provide the following two lemmas for the general ADMM solver.

Lemma 12 [47]: Given the optimization problem with linear constraints as

\[
\min_{P,Q} f(P) + g(Q) \\
\text{s.t. } A_P P + B_Q Q = C
\]

where \( A_P \) and \( B_Q \) are the coefficient matrices, and \( f(P) \), \( g(Q) \) are two functions with respect to the variables \( P, Q \), respectively. \( C \) is a constant. Then, the Lagrangian function of (40) is

\[
\mathcal{L}_\mu = f(P) + g(Q) + \text{tr}(M^T(A_P P + B_Q Q - C)) + \frac{\mu}{2}\|A_P P + B_Q Q - C\|_F^2
\]

where \( M' \) is the Lagrangian multiplier and \( \mu > 0 \) is the penalty coefficient. ADMM consists of the iterations

\[
P^{k+1} := \arg \min_P \mathcal{L}_\mu(P, Q^k, M^k)
\]

\[
Q^{k+1} := \arg \min_Q \mathcal{L}_\mu(P^{k+1}, Q, M^k)
\]

\[
M^{k+1} := M^k + \mu(A_P P^{k+1} + B_Q Q^{k+1} - C).
\]

If \( f(P) \) and \( g(Q) \) are convex, proper, and closed functions, and the unaugmented Lagrangian \( \mathcal{L}_0 = f(P) + g(Q) + \text{tr}(M^T(A_P P + B_Q Q - C)) \) has a saddle point, the sequences \( \{P^k, Q^k, M^k\} \) generated by the ADMM algorithm are guaranteed to converge.

Lemma 13 [47]: The generic-constrained convex optimization problem regarding the variable \( P \) is

\[
\min_P f(P) \\
\text{s.t. } P \in C
\]

where \( f(\cdot) \) and \( C \) are convex. Problem (45) can then be rewritten in the form of ADMM as

\[
\min_P f(P) + g(Z_c) \\
\text{s.t. } P - Z_c = O
\]

where \( g(\cdot) \) is the indicator function of \( C \).

Now we begin to formally verify the convergence of Algorithm 1.

Proof: To facilitate the proof, we rewrite the optimization problem (7) in the form of (40) according to Lemma 12. First, the optimization problem (7) with the convex set constraint can be transformed to the formation of (46) in Lemma 13. Therefore, problem (7) is equivalent to

\[
\min_{Z,E} \|Z\|_* + \lambda_1\|Z\|_F^2 + \lambda_2\text{tr}((XJ)^T L(XJ)) + \lambda_3\|E\|_{2,1} + \mathcal{I}_C(K) \\
\text{s.t. } Y = B + E, \quad B = XJ, \quad J = Z, \quad K = B
\]

where

\[
\mathcal{I}_C(x) = \begin{cases} x, & \text{if } x \in C \\ \infty, & \text{otherwise.} \end{cases}
\]
It can be easily verified that the above problem (47) can be represented in the form of (40) by setting

\[
P = \begin{bmatrix} B \\ Z \end{bmatrix}, \quad Q = \begin{bmatrix} E \\ J \\ K \end{bmatrix}
\]

(49)

and

\[
A_P = \begin{bmatrix} I \\ O \\ O \\ I \\ O \end{bmatrix}, \quad B_Q = \begin{bmatrix} I \\ O \\ O \\ I \\ O \end{bmatrix}, \quad C = \begin{bmatrix} Y \\ O \\ O \\ O \\ O \end{bmatrix}
\]

(50)

where \( I \) and \( O \) are the identity matrices and zero matrices with proper sizes, respectively. The functions \( f(P) \) and \( g(Q) \) in (40) can be, respectively, expressed as

\[
f(P) = \|Z\|_F^2 + \lambda_1 \|Z\|_F^2
\]

(51)

\[
g(Q) = \lambda_2 \text{tr}((XJ)^\top L(XJ)) + \lambda_3 \|E\|_{2,1} + \mathcal{I}_C(K).
\]

(52)

The unaugmented Lagrangian is formulated as

\[
\mathcal{L}_0 = \|Z\|_F^2 + \lambda_1 \|Z\|_F^2 + \lambda_2 \text{tr}((XJ)^\top L(XJ)) + \lambda_3 \|E\|_{2,1} + \text{tr}(M_1^\top (Y - B - E)) + \text{tr}(M_2^\top (B - XJ)) + \text{tr}(M_3^\top (Z - J)).
\]

(53)

Obviously, both \( f(P) \) and \( g(Q) \) are closed, proper, and convex, and the unaugmented Lagrangian \( \mathcal{L}_0 \) has a saddle point, which demonstrate that the optimization process for (7) is convergent.

\[
\square
\]
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