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Abstract. Knowledge Distillation (KD) aims to learn a compact stu-
dent network using knowledge from a large pre-trained teacher network,
where both networks are trained on data from the same distribution.
However, in practical applications, the student network may be required
to perform in a new scenario (i.e., the target domain), which usually
exhibits significant differences from the known scenario of the teacher
network (i.e., the source domain). The traditional domain adaptation
techniques can be integrated with KD in a two-stage process to bridge
the domain gap, but the ultimate reliability of two-stage approaches
tends to be limited due to the high computational consumption and the
additional errors accumulated from both stages. To solve this problem,
we propose a new one-stage method dubbed “Direct Distillation between
Different Domains” (4Ds). We first design a learnable adapter based on
the Fourier transform to separate the domain-invariant knowledge from
the domain-specific knowledge. Then, we build a fusion-activation mech-
anism to transfer the valuable domain-invariant knowledge to the stu-
dent network, while simultaneously encouraging the adapter within the
teacher network to learn the domain-specific knowledge of the target
data. As a result, the teacher network can effectively transfer categor-
ical knowledge that aligns with the target domain of the student net-
work. Intensive experiments on various benchmark datasets demonstrate
that our proposed 4Ds method successfully produces reliable student net-
works and outperforms state-of-the-art approaches. Code is available at
https://github.com/tangjialiang97/4Ds.
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Fig. 1: Comparison between existing Knowledge Distillation (KD) methods and our
Direct Distillation between Different Domains (4Ds). (a) Vanilla KD transfers knowl-
edge from a fixed pre-trained teacher network to the student network where the data is
identically distributed. “Adaptation after distillation” in (b) first learns a student net-
work on the source data via KD and then generalizes the student network on the target
data via Domain Adaptation (DA). “Distillation after adaptation” in (c) first adapts
the source-data-trained teacher network to the target data via DA and then utilizes
the adapted teacher network to guide the student network training on the target data
via KD. (d) Our 4Ds trains the student network on the target data using the teacher
network (with the learnable adapters) trained on the source data.

1 Introduction

In recent years, Deep Neural Networks (DNNs) have achieved great success in
many computer vision areas, such as image recognition [21,45] and object detec-
tion [27, 58]. However, these powerful DNNs are usually infeasible for resource-
limited devices (e.g., smartphones or automobiles) due to their enormous compu-
tational and storage demands. To solve this problem, various model compression
approaches have been proposed, mainly including network pruning [50], model
quantization [8], and Knowledge Distillation (KD) [18, 22]. Among these meth-
ods, KD has gained popularity for enhancing the performance of small student
networks by transferring knowledge from large pre-trained teacher networks.

However, in practice, it is quite often that the acquired small student network
should be capable of adapting to a new environment that differs from the one
in which the original teacher network was trained. For example, in autonomous
driving, one popular way is to train a well-performed yet large perception model
in a simulation environment first, and eventually deploy it in real-world au-
tonomous vehicles with limited computational and memory resources [24]. Nev-
ertheless, due to the domain gap between the simulation environment (i.e., the
source domain) and real-world driving scenarios (i.e., the target domain), ex-
isting KD methods cannot always perform well. These methods usually assume
that the underlying data distributions for both the teacher network and student
network are the same, and the direct knowledge transfer from the teacher net-
work (well-trained in the source domain) to the student network (in the target
domain) sometimes leads to poor performance on the downstream tasks.

Intuitively, as shown in subfigures (b) and (c) of Fig. 1, there are two possi-
ble ways to mitigate such domain discrepancy in KD, namely: 1) First learning
the student network in the source domain via KD, and then adapting it to the
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target domain (i.e., “adaptation after distillation”); and 2) First adapting the
teacher network to the target domain, and then training the student network via
KD (i.e., “distillation after adaptation”) [15, 26]. However, both aforementioned
approaches have clear shortcomings in terms of high computational complexity,
potential error accumulation, and dependence on the source data. First, the two-
stage approaches repeatedly iterate the teacher or student network, significantly
increasing the computational costs. Second, neither distillation nor adaptation
is fully reliable, so the two-stage framework may inevitably accumulate addi-
tional errors that further impair the model performance. Third, adapting the
teacher or student network to an unfamiliar domain usually still requires the
source data, which may be inaccessible due to privacy concerns. Therefore, if we
want to effectively distill and adapt the knowledge of pre-trained models to our
practical cases-of-interests with limited computational and storage resources, it
is desirable to overcome the above disadvantages of two-stage methods. This
motivates us to develop a one-stage end-to-end method that directly distills the
critical knowledge from the source domain to the target domain without using
the source data.

In this paper, we propose a novel method called “Direct Distillation between
Different Domains” (4Ds), which straightforwardly trains a student network in
the target domain by using only a well-trained teacher network in another differ-
ent source domain. Specifically, as the teacher network contains both domain-
invariant knowledge (e.g., semantics) and domain-specific knowledge (e.g.,
color and style), we design a novel Fourier transform based adapter and inte-
grate such a learnable adapter into the teacher network to decouple these two
types of knowledge. After that, we retain the useful domain-invariant knowledge
and transfer it to the student network via a fusion-activation mechanism. For
the domain-specific information learned from the source domain, it is difficult
to effectively transfer to the student network due to the discrepancies between
the source and target domains. Therefore, we encourage the learnable adapter
imposed on the teacher network to grasp new domain-specific information from
the target domain, thereby improving the teacher’s performance as a reliable su-
pervisor for the student network. Consequently, the teacher network can capture
reliable category relations compatible with the target domain, and successfully
transfer them to the student network. The introduced adapter constitutes only
2% of the teacher network parameters, making our method considerably more
efficient than the two-stage approaches that repeatedly train the entire teacher
or student network on source and target data (analyzed in the Supplementary
Materials). Furthermore, we directly extract the domain-invariant knowledge
contained in the teacher network without relying on the source data, therefore
effectively avoiding potential data privacy issues.

The contributions of this paper are summarized as:

1. We investigate a novel learning scenario of model compression between dif-
ferent domains, and it motivates us to propose a one-stage KD framework
termed 4Ds, which directly trains a compact student network in a new target
domain using a pre-trained teacher network from the source domain.
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2. We develop a new Fourier transform based adapter to decouple the domain-
invariant knowledge and domain-specific knowledge contained in the teacher
network, and then design a fusion-activation mechanism to transfer such
valuable domain-invariant knowledge to the student network.

3. Intensive experiments on multiple benchmarks demonstrate that our pro-
posed 4Ds can outperform the two-stage methods and state-of-the-art knowl-
edge transfer based approaches.

2 Related Works

2.1 Knowledge Distillation

Conventional KD promotes a lightweight student network to acquire knowledge
from a cumbersome teacher network, which assumes that the data for the teacher
network and student network follows the same distribution. According to the dif-
ferent knowledge being transmitted, existing KD approaches can be categorized
into logit-based [22,33], feature-based [2,32], and relation-based [40,47] methods.
Some feature-based methods [3, 7] also perform multi-block feature fusion, they
transfer knowledge from multiple teacher layers to a single student layer, while
our 4Ds transfers global knowledge between all blocks of teacher and student.

Departing from the conventional KD, some recently proposed data-free KD
methods assume that the original training data of the teacher network is usu-
ally unavailable due to privacy concerns, so they train the student networks
by model-generated data [6, 11] or web-collected real data [5, 13, 46]. However,
these methods still fail to train a reliable student network in a new domain that
significantly differs from the training domain of the teacher network.

2.2 Domain Adaptation

Domain Adaptation (DA) [31] leverages abundant labeled data or well-trained
models from the source domain to enhance the model performance in the different
target domains. In general, existing DA approaches bridge the distribution dis-
crepancies between the source and target domains via instance reweighting [36],
adversarial training [48], or knowledge transfer [26]. Among them, knowledge
transfer methods are rather simple and have been successfully applied to many
fields, such as semantic segmentation [15], federated learning [17], and few-shot
learning [26]. To improve the model generalize ability in the target domain, these
methods transfer and align a variety of knowledge between models in the source
domain and target domain, such as soft targets [34], gradient information [57],
sharpened predictions [26], and instance relations [12,15].

Note that although our approach shares some similar points with the DA
methods that utilize knowledge transfer [15,23,26,57], there are fundamental dif-
ferences between our 4Ds and the existing methods: 1) (Research goal) DA only
adapts the model trained in the source domain to the target domain, whereas
our approach further achieves model compression by training a small student
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network in the target domain; 2) (Employed strategies) DA methods reduce the
distribution discrepancies by aligning their distributions, while our approach im-
proves the performance of the student network by extracting and transferring
beneficial knowledge from the teacher network. To the best of our knowledge,
we are the first to implement one-stage model compression under the learning
scenario with different domains where the source data is entirely unavailable.

2.3 Fourier Feature

Lots of early works [28, 38, 43] reveal that the decoupled phase and amplitude
of the Fourier feature can effectively capture the domain-invariant semantic and
domain-specific statistic information, respectively. Recently, Xu et al. [51] en-
courage the model to produce consistent outputs across examples with varying
amplitudes, thereby enhancing its resilience to domain shift. Lu et al. [37] di-
rectly train the model on the phase to learn domain-invariant information. Lee et
al. [29] preserve the domain-invariant phase of the source-domain-trained model
during the DA process, effectively generalizing the model to the target domain.
In our case, we update the domain-specific knowledge of the teacher network
trained in the source domain while transferring its domain-invariant knowledge
to improve the performance of the small student network on the target domain.

3 Approach

In our problem setting, we aim to train a streamlined student network NS in
the new target domain using a pre-trained teacher network NT from the source
domain. Here, NT is pre-trained on the source dataset Ds = {(xs

i , y
s
i )}

|Ds|
i=1 where

xs
i ∈ Xs, ysi ∈ Ys, and NS is trained on the target dataset Dt = {(xt

i, y
t
i)}

|Dt|
i=1

where xt
i ∈ Xt, yti ∈ Yt, and “| · |” symbolizes the data cardinality of the corre-

sponding dataset. Although Ds and Dt share the same label space, their sample
spaces differ from each other, i.e., the label spaces Ys = Yt but the sample
spaces Xs ̸= Xt. Ideally, NS should deliver satisfactory performance on Dt by
mimicking the knowledge acquired by NT that trained on Ds.

Specifically, NT is initially pre-trained on Ds, which embodies two distinct
types of knowledge. The first one is domain-invariant knowledge, which per-
tains to the semantics of images across both Ds and Dt. Such knowledge is
shared between both two domains and is still beneficial for learning NS on Dt.
The second one is domain-specific knowledge, which refers to the inherent
color and brightness of images in Ds. These attributes significantly diverge from
those present in Dt and are harmful to the training of NS on Dt. Therefore, it
is necessary to decouple the domain-invariant and domain-specific knowledge
embedded within the teacher network.

To overcome the challenges of KD under domain discrepancies with the above
issues, we propose a one-stage end-to-end method called 4Ds. As shown in Fig. 2,
our 4Ds comprises three critical and closely collaborative elements, including:
1) Knowledge adapter incorporating Fourier transform, which decomposes the
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Fig. 2: The diagram of our proposed 4Ds. (a) During training, both the teacher net-
work NT (ResNet34) and student network NS (ResNet18) interactively learn from the
target data. NT is encouraged to produce accurate and useful category relations for
NS by updating its imposed adapters. Meanwhile, NS is promoted to learn the valu-
able domain-invariant features as well as the reliable category relations from NT . (b)
In our designed adapter, the input feature fT is first fed into two learnable convolu-
tion layers to grasp the target-domain-specific knowledge. Subsequently, the original
domain-specific knowledge is refurbished by mixing the amplitudes αT and αT

ad, which
are decoupled from the original fT and adapted fTad, respectively. Finally, the output
feature fTift is recovered from the remained phase ρT from fT and refurbished ampli-
tude αT

ref. (c) The input source images and target images are decoupled into phases
and amplitudes by the Fourier transform and decoupling operations.

spatial feature into domain-invariant phase and domain-specific amplitude via
the Fourier transform; 2) Domain-invariant feature transfer, which distills the
domain-invariant features from the teacher network to the student network via
our designed fusion-activation mechanism; 3) Teacher-student interactive train-
ing, which alternatively trains the student network and learnable adapters in
teacher network on the target data. Our 4Ds does not use any source data dur-
ing the training of the student network. Therefore, for convenience in description,
we symbolize the target data as D = {(xi, yi)}|D|

i=1 in the following discussions.
Meanwhile, the notations with superscripts “T ” and “S” denote that they are
related to NT and NS , respectively.

3.1 Knowledge Adapter Incorporating Fourier Transform

For the Fourier transform [9, 28, 38], as shown in Fig. 2 (c), the phase usually
encodes high-level semantics, i.e., the structures and relative positions of the ob-
jects in the frequency spectrum, which are consistent across domains. Conversely,
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the amplitude effectively captures low-level statistics, e.g., color and brightness,
which are prone to domain gaps. Recent works [4, 29, 51] leverage the Fourier
transform to segregate the intermediate spatial feature of DNN into phase and
amplitude and independently address the phase or amplitude to enhance model
generalizability. In this paper, we design an adapter incorporating the Fourier
transform to decouple the phase and amplitude within the teacher network,
rendering them domain-invariant and domain-specific features, respectively, and
properly utilize both of them to train a reliable student network.

As depicted in Fig. 2, the teacher network comprises a total of n blocks
(n=4 for ResNet [21]), each following an efficient adapter consisting of only two
1×1 convolutional layers. During training, all original components of the teacher
network are frozen and only the integrated adapters are updated, which ensures
the preservation of the useful domain-invariant knowledge in the original teacher
network. Conversely, the domain-specific knowledge that differs from the target
domain is updated in the target domain by these learnable adapters.

For an input example x ∈ D given to NT , the spatial feature fT ∈ RH×W (H
and W denote the height and width of the feature map, respectively) produced
by a specific block in NT is first adapted by the learnable convolutional layers
in its adjacency adapter as follows:

fTad = BN(W2
admax(0,BN(W1

adf
T ))). (1)

Here, W1
ad ∈ R

C
rad

×C and W2
ad ∈ RC× C

rad are the weights for convolutional lay-
ers; the channel dimension C of input feature is omitted to simplify the descrip-
tion; rad = 4 is a scaling parameter used to reduce computationals; BN denotes
the batch normalization. Then, the adapted feature fTad ∈ RH×W is converted
to frequency feature FT

ad = FT(fTad) by Fourier transform*. Subsequently, the
adapted amplitude αT

ad contains information specific to the target domain can
be separated from FT

ad ∈ RH×W leveraging the decoupling operation, namely:

(αT
ad,ρ

T
ad) = Decouple(FT

ad), (2)

where 
αT

ad(u, v) =
√
(FT

ad_real(u, v))
2 + (FT

ad_img(u, v))
2,

ρT
ad(u, v) = arctan

FT
ad_img(u, v)

FT
ad_real(u, v)

.
(3)

Here, αT
ad ∈ RH×W and ρT

ad ∈ RH×W . Meanwhile, the original feature fT is also
decoupled to αT and ρT undergoes the same process.

Recent works [14,29] have suggested that completely eliminating the source-
domain-specific information in DNNs may harm their performance in the target
domain. In light of this, we refurbish the domain-specific feature in the teacher

*Each Fourier coefficient FT
ad(u, v) = 1

HW

∑H
h=1

∑W
w=1 f

T
ad(h,w)e−i2π(uh

H
+ vw

W ) =
FT

ad_real(u, v) + iFT
ad_img(u, v), where i is the imaginary unit, FT

ad_real and FT
ad_img

are the real and imaginary parts, respectively.
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network by assembling both αT
ad captured from the target domain and original

αT inherited by the teacher network using a learnable parameter λ ∈ (0, 1):

αT
ref = λαT

ad + (1− λ)αT , (4)

where the refurbished amplitude αT
ref ∈ RH×W , and λ is analyzed in the Sup-

plementary Materials. Then, the frequency feature FT
ref is coupled as:

FT
ref = Couple(αT

ref,ρ
T ) = αT

ref cos(ρ
T ) + αT

ref sin(ρ
T ), (5)

where FT
ref ∈ RH×W contains both valuable domain-invariant knowledge in the

immutable ρT and domain-specific knowledge adaptable to the target domain in
the refurbished αT

ref. Finally, the frequency feature FT
ref is recovered as spatial

feature fTift = IFT(FT
ref) via the inverse Fourier transform*. Afterward, fTift ∈

RH×W is input into the subsequent blocks of the teacher network to produce
accurate predictions.

During the 4Ds training process, the features produced by each teacher’s
block are separated into domain-invariant and domain-specific features by their
adjacent adapter. As a result, we can transfer useful domain-invariant features to
improve the performance of the student network (as detailed in Section 3.2) and
also promote a teacher network easily accessible by the student network to facili-
tate knowledge transfer (as explained in Section 3.3). The structure analysis and
pseudo-code for the adapter are provided in the Supplementary Materials.

3.2 Domain-Invariant Feature Transfer

The domain-invariant features decoupled from the teacher network contain useful
information similar to the target data, which benefits DNN training on the target
domain [29,51]. Therefore, we develop the fusion-activation strategy to facilitate
the transfer of domain-invariant features from the teacher network to the student
network. Initially, the fusion operation integrates the features extracted from
various blocks. Subsequently, the activation operation maps these fused features
as attention weights to control the feature transfer.

In the fusion operation, an input example x ∈ D is passed into the teacher
network to extract the domain-invariant features {PT

i }ni=1 from n adapters,
where PT

i ∈ RCi×Hi×Wi and PT
i [j, :, :] = ρT

i,j ∈ RHi×Wi . In DNNs, the size
of features generally decreases as the network deepens, which results in a size
mismatch between the features from different adapters. To fuse these features,
all features in {PT

i }ni=1 are scaled to match those in PT
n with the smallest size

using average pooling and then concatenated as:

PT
fuse = Concatenate(AvgPool({PT

i }ni=1)), (6)

where PT
fuse ∈ RM×Hn×Wn and M =

∑n
i=1 Ci.

*Each fTift(h,w) is computed as: fTift(h,w) = 1
UV

∑U
u=1

∑V
v=1 F

T
ref(u, v)e

i2π(uh
U

+ vw
V ).
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After the feature fusion, the activation operation is utilized to capture the
global dependencies within the fused features PT

fuse as the channel-wise atten-
tion weights. The features in PT

fuse are first average pooled to the channel-wise
statistics with the size of 1×1 as follows:

zm =
1

Hn ×Wn

Hn∑
h=1

Wn∑
w=1

PT
fuse[m,h,w], (7)

where PT
fuse[m, :, :] ∈ RHn×Wn represents the m-th feature in PT

fuse. Then, Z =
[z1, · · · , zm, · · · , zM ]⊤ (“⊤” denotes the transpose operation) is passed through
two Fully-Connected (FC) layers to capture the relation between features in
PT

fuse as the attention weights:

S = σ(W2
actmax(0,W1

actZ)), (8)

where σ(·) denotes the sigmoid activation function, W1
act ∈ R

M
ract

×M and W2
act ∈

RM× M
ract are the weights of the two FC layers, and ract = 4. Based on the

attention weights in S = [s1, · · · , sm, · · · , sM ]⊤, ∀sm ∈ [0, 1], the features in
PT

fuse can be activated as:

PT
act = PT

fuse ⊙ Expand(S, (M,Hn,Wn)), (9)

where Expand(S, (M,Hn,Wn)) extends the dimension of S to RM×Hn×Wn . Con-
currently, the features from each block of the student network without the
adapter are directly converted to frequency features by the Fourier transform
and decoupled into domain-invariant features as {PS

i }ni=1. Then, {PS
i }ni=1 is

fused as PS
fuse via Eq. (6) and subsequently activated by S:

PS
act = PS

fuse ⊙ Expand(S, (M,Hn,Wn)). (10)

Based on {PS
act,i}

|D|
i=1 of NS and {PT

act,i}
|D|
i=1 of NT , we can distill the domain-

invariant knowledge of the teacher network to the student network using the
following domain-invariant knowledge transfer loss function Ldikt (NS):

Ldikt (NS) =
1

|D|

|D|∑
i=1

||PS
act,i −PT

act,i||2. (11)

During distillation, the student network is promoted to learn expressive chan-
nels among domain-invariant features contained by the teacher network under
the guidance of the attention weights, thereby enhancing its performance in the
target domain. In some cases, this feature transfer process might be hindered by
the feature dimension mismatched between the NT and NS . In the Supplemen-
tary Materials, we address this problem through a feature mapping operation
and provide a pseudo-code of the fusion-activation mechanism.
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3.3 Interactive Training of 4Ds

We propose an interactive framework to concurrently train both the teacher and
student networks on the target data. During training, the teacher network, which
possesses useful domain-invariant knowledge, can quickly generalize well in the
target domain. Moreover, we allow the teacher network to train alongside the
student network, which can stimulate a student-friendly teacher network [39]. As
a result, the teacher network can provide accurate and easily digestible knowl-
edge to the student network, therefore improving the distillation performance.

Specifically, the input target data D = {(xi, yi)}|D|
i=1 is first processed by both

NT and NS , producing the corresponding outputs {NT (xi)}|D|
i=1 and {NS(xi)}|D|

i=1.
Then, a well-performed and student-friendly teacher network is achieved by min-
imizing the following integrated function:

Ltotal(NT ) = Lce(NT ) + βLkt(NT ), (12)

where Lce(NT ) =
1

|D|
∑|D|

i=1 Hce (NT (xi) , yi) is the cross entropy loss function.
Lkt(NT ) is the knowledge transfer loss function and it is defined as follows:

Lkt (NT ) =
1

|D|

|D|∑
i=1

KL
(
NT (xi)

τ
| NS (xi)

τ

)
, (13)

where τ = 4 is a default temperature parameter controlling the softening degree
of soft targets NT (xi)

τ and NS(xi)
τ , which contain the category relations between

the interested categories in D, and KL(·|·) represents the Kullback-Leibler diver-
gence that measures the distribution discrepancies between two inputs. Lce(NT )
and Lkt(NT ) motivate NT to learn the knowledge specific to the target data and
imitate the soft targets of NS , respectively, and their importance is tuned by a
trade-off parameter β>0.

Subsequently, the student network is trained on the target data while learning
from the teacher network by the following total objective loss function:

Ltotal(NS) = Lce(NS) + βLkt(NS) + γLdikt(NS), (14)

where γ>0 serves as another trade-off parameter, Lkt(NS) encourages NS to
learn the readily learnable category relations from NT , and Ldikt(NS) (as in
Eq. (11)) promotes NS to learn the valuable domain-invariant knowledge inher-
ited by NT . Noticeably, Ldikt(NT ) will compel NT to mimic the domain-invariant
features produced by NS , leading to dramatic disturbance of the domain-invariant
features inherited by NT . Therefore, we reasonably exclude Ldikt(NT ) from
Ltotal(NT ) to preserve the valuable domain-invariant knowledge in NT . The
training algorithm is summarized in the Supplementary Materials.

4 Experiments

In this section, we demonstrate the effectiveness of our proposed 4Ds on multiple
popular benchmark datasets.
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Table 1: Classification accuracies (in %) of the experiments on four DA datasets. The
column “Avg. (4Ds)” provides the mean accuracy achieved by student networks trained
via our 4Ds. The column “Avg.T ”/“Avg.S” shows the average accuracy of four subsets
among the corresponding dataset produced by the teacher/student networks trained by
standard Back-Propagation (BP). The performance improvement of our 4Ds compared
with “Avg.S” is indicated in green font in the brackets. For the DA task “A2C”, the
teacher network is pre-trained in the Art domain and the student network is trained
in the Clipart domain, and the same applies to other items.

Dataset Teacher Student A2C A2P A2R C2A C2P C2R P2A P2C P2R R2A R2C R2P Avg. (4Ds) Avg.T Avg.S

Office-Home [49]

ResNet34 ResNet18 81.41 92.12 84.86 71.81 92.11 85.20 72.42 81.33 85.44 72.63 81.67 92.22 82.77 (5.03) 82.63 77.74
ResNeXt101 ResNeXt50 84.10 95.49 89.44 83.74 95.60 89.22 84.74 84.87 89.22 84.36 84.76 95.49 88.42 (3.71) 87.99 84.71
VGGNet16 VGGNet13 80.52 90.76 80.61 64.99 89.63 81.88 65.63 80.42 81.42 65.02 79.83 90.76 79.29 (2.44) 80.51 76.85
ResNet34 VGGNet13 81.56 93.13 84.63 68.93 93.13 84.51 69.13 81.55 84.51 69.96 81.55 93.47 82.17 (5.32) 82.63 76.85

Dataset Teacher Student A2C A2D A2W C2A C2D C2W D2A D2C D2W W2A W2C W2D Avg. (4Ds) Avg.T Avg.S

Office-Caltech [16]

ResNet34 ResNet18 96.44 100.00 100.00 97.39 100.00 98.31 97.40 96.88 100.00 97.15 97.38 100.00 98.33 (2.14) 98.64 96.19
ResNeXt101 ResNeXt50 99.55 100.00 100.00 97.39 100.00 100.00 97.91 99.56 100.00 97.35 99.55 100.00 99.27 (1.56) 99.35 97.71
VGGNet16 VGGNet13 95.55 96.87 98.30 97.91 100.00 98.30 97.39 96.44 100.00 97.35 95.55 100.00 97.80 (1.64) 98.16 96.16
ResNet34 VGGNet13 96.44 100.00 100.00 96.91 100.00 98.30 97.91 96.00 100.00 97.11 96.44 100.00 98.25 (2.09) 98.64 96.16

Dataset Teacher Student A2C A2P A2S C2A C2P C2S P2A P2C P2S S2A S2C S2P Avg. (4Ds) Avg.T Avg.S

PACS [62]

ResNet34 ResNet18 98.09 99.40 97.07 97.12 99.10 96.56 96.87 98.30 96.69 95.87 97.73 99.10 97.65 (2.98) 96.55 94.67
ResNeXt101 ResNeXt50 98.57 99.70 96.94 98.29 99.70 97.45 97.56 98.93 97.33 97.32 99.14 99.70 98.38 (3.31) 97.64 95.07
VGGNet16 VGGNet13 96.80 98.80 96.05 95.12 98.80 96.69 95.85 97.23 95.80 94.88 97.01 98.80 96.81 (3.31) 95.29 93.50
ResNet34 VGGNet13 94.45 99.40 96.43 93.90 99.40 96.43 95.41 97.45 96.56 94.90 96.45 99.40 96.68 (3.18) 96.55 93.50

Dataset Teacher Student C2P C2R C2S P2C P2R P2S R2C R2P R2S S2C S2P S2R Avg. (4Ds) Avg.T Avg.S

DomainNet [41]

ResNet34 ResNet18 67.61 80.63 66.35 74.49 80.50 66.05 74.77 68.53 66.25 75.18 68.73 80.46 72.46 (2.64) 72.82 69.82
ResNeXt101 ResNeXt50 73.99 84.89 71.23 78.63 84.77 71.40 78.84 74.22 71.89 78.75 73.89 84.84 77.27 (3.62) 77.11 73.65
VGGNet16 VGGNet13 67.82 79.79 64.68 73.52 79.98 64.76 73.91 67.67 64.85 74.11 67.71 79.81 71.55 (3.40) 70.54 68.15
ResNet34 VGGNet13 67.54 80.27 66.18 73.91 80.3 66.01 74.3 67.81 66.04 74.54 67.52 80.02 72.03 (3.88) 72.82 68.15

Benchmark Datasets: We perform intensive experiments on four widely used
benchmark datasets, including: Office-Caltech [16], composed of 10 classes with
approximately 2,500 images across four distinct domains (Amazon, Caltech, Dslr,
Webcam); Office-Home [49], contains 65 categories with 15,500 images belong-
ing to four distinct domains (Art, Clipart, Product, Real); PACS [62], consists
of 7 classes with about 10,000 images from four domains (Art, Cartoon, Photo,
Sketch); and DomainNet [41], currently the largest dataset for DA, which con-
tains six domains with 345 categories, we follow [30, 59] to select four domains
(Clipart, Painting, Real, Sketch) for our experiments.
Implementation Details: All student networks in 4Ds employ Stochastic Gra-
dient Descent (SGD) with weight decay of 5×10−4 and momentum of 0.9 for
optimization. Meanwhile, the adapters in the teacher network utilize Adam as
the optimizer. All networks are trained over 120 epochs, the initial learning rates
of the student network and adapters are 0.05 and 0.01, respectively, which are
divided by 10 at the 40-th, 70-th, and 100-th epochs. Additionally, the trade-off
parameters in Eq. (12) and Eq. (14) are set to β=1.0 and γ=0.1, respectively, and
their parametric sensitivities are analyzed in the Supplementary Materials.

4.1 Experimental Results on Benchmark Datasets

In this section, we conduct intensive experiments across four DA datasets to
evaluate the effectiveness of our proposed 4Ds. Specifically, we consider four
widespread teacher-student pairs, including “ResNet34-ResNet18”, “ResNeXt101-
ResNeXt50”, “VGGNet16-VGGNet13”, and “ResNet34-VGGNet13”. The teacher
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Table 2: Average classification accuracies (in %) of the student networks trained by
various methods on 12 tasks for each dataset. Enhancements (or reductions) in perfor-
mance attributed to applied methods are denoted in green (or red) font in brackets.

Type Algorithm Required data Office-Home Office-Caltech PACS DomainNet Avg.
Standard

BP
Teacher Target 82.63 98.64 96.55 72.82 87.66
Student Target 77.74 96.19 94.67 69.82 84.60

Two
stage

DAA-NRC Target 78.31 (0.57) 95.17 (-1.02) 91.82 (-2.85) 65.81 (-4.01) 82.77 (-1.83)
DAA-SHOT Target 81.17 (3.43) 95.75 (-0.44) 95.67 (1.00) 69.86 (0.04) 85.61 (1.01)
DAA-ProMix Target 80.47 (2.73) 95.27 (-0.92) 95.92 (1.25) 70.24 (0.42) 85.48 (0.88)
DAA-BAIT Target 80.64 (2.90) 95.71 (-0.48) 95.16 (0.49) 70.37 (0.55) 85.47 (0.87)
AAD-NRC Target & source 78.73 (0.99) 96.10 (-0.09) 91.89 (-2.78) 66.68 (-3.14) 83.35 (-1.25)
AAD-SHOT Target & source 79.57 (1.83) 96.67 (0.48) 95.61 (0.94) 70.22 (0.40) 85.51 (0.91)
AAD-ProMix Target & source 79.62 (1.88) 95.61 (-0.58) 95.28 (0.61) 70.39 (0.57) 85.23 (0.63)
AAD-BAIT Target & source 80.21 (2.47) 96.44 (0.25) 95.89 (1.22) 71.05 (1.23) 85.90 (1.30)

Domain
adaptation

SP [26] Target & source 71.59 (-6.15) 88.33 (-7.86) 81.33 (-13.34) 55.81 (-14.01) 74.26 (-10.34)
CCDistill [15] Target & source 79.38 (1.64) 95.75 (-0.44) 93.17 (-1.50) 66.67 (-3.15) 83.74 (-0.86)
HRKD [12] Target & source 79.11 (1.37) 96.12 (-0.07) 95.18 (0.51) 68.37 (-1.45) 84.69 (0.09)
CDKD [34] Target 79.29 (1.55) 93.07 (-3.12) 89.53 (-5.14) 66.36 (-3.46) 82.06 (-2.54)

Traditional
knowledge
distillation

VKD [22] Target 78.99 (1.25) 94.37 (-1.82) 90.02 (-4.65) 68.90 (-0.92) 83.07 (-1.53)
Fitnets [44] Target 78.52 (0.78) 93.57 (-2.62) 88.78 (-5.89) 68.16 (-1.66) 82.25 (-2.35)
VID [1] Target 79.24 (1.50) 94.37 (-1.82) 90.05 (-4.62) 68.74 (-1.08) 83.10 (-1.50)
SPKD [61] Target 78.53 (0.79) 93.72 (-2.47) 87.61 (-7.06) 67.38 (-2.44) 81.81 (-2.79)
SemCKD [3] Target 75.55 (-2.19) 93.79 (-2.40) 85.91 (-8.76) 66.70 (-3.12) 80.48 (-4.12)
SRRL [52] Target 79.84 (2.10) 93.76 (-2.43) 90.02 (-4.65) 67.82 (-2.00) 82.86 (-1.74)
CATKD [19] Target 80.09 (2.35) 92.48 (-3.71) 88.64 (-6.03) 69.92 (0.10) 82.78 (-1.82)
DIST [25] Target 80.55 (2.81) 93.35 (-2.84) 88.88 (-5.79) 69.98 (0.16) 83.19 (-1.41)
DKD [60] Target 79.77 (2.03) 95.97 (-0.22) 92.71 (-1.96) 70.77 (0.95) 84.81 (0.21)
USKD [56] Target 80.18 (2.44) 96.87 (0.68) 92.54 (-2.13) 70.33 (-0.51) 84.98 (0.38)
OFAKD [20] Target 80.28 (2.54) 95.99 (-0.20) 86.56 (-8.11) 66.02 (-3.80) 82.21 (-2.39)
FAMKD [42] Target 80.30 (2.56) 93.83 (-2.36) 88.95 (-5.72) 71.02 (1.20) 83.53 (-1.07)

Ours 4Ds Target 82.77 (5.03) 98.33 (2.14) 97.65 (2.98) 72.46 (2.64) 87.80 (3.20)

networks are pre-trained on a specific subset (i.e., the source data) among a DA
dataset and guide the student network training on the remaining subsets (i.e.,
the target data) of this DA dataset.

Table 1 reports the corresponding classification results. We can observe that
the student networks trained by our 4Ds consistently outperform ones trained
on the target data by standard back-propagation. Moreover, the performance of
compact student networks trained by our 4Ds is comparable to that of the com-
plicated teacher network trained on the target data. These experimental results
demonstrate that our 4Ds can effectively address the distribution discrepancies
between the source domain and target domain without using any source data,
leading to a superior student network.

4.2 Comparison with Domain Adaptation Methods

In this subsection, we compare our 4Ds with two-stage methods discussed in Sec-
tion 1, namely “Distillation After Adaptation” (“DAA”) and “Adaptation After
Distillation” (“AAD”). During the adaptation stage, we employ Neighborhood
Reciprocity Clustering (NRC) [54], Source HypOthesis Transfer (SHOT) [35],
Proxy Mixup (ProMix) [10], and BAIT [53] to generalize the teacher or student
network from the source domain to the target domain. In the distillation stage,
we follow VKD [22] to transfer softened category probabilities produced by the
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teacher network to the student network. Moreover, we also compare our 4Ds
with these DA methods using knowledge transfer, including Sharpened Predic-
tions (SP) [26], Cross-domain Correlation Distillation (CCDistill) [15], Hierar-
chical Relational KD (HRKD) [12], and Cross Domain KD (CDKD) [34]; and
traditional KD methods, including VKD [22], Fitnets [44], Variational Infor-
mation Distillation (VID) [1], Similarity-Preserving KD (SPKD) [47], Semantic
Calibration KD (SemCKD) [3], Softmax Regression Representation Learning
(SRRL) [52], Class Attention Transfer based KD (CATKD) [19], DIstill from
Stronger Teacher (DIST) [25], Decoupled KD (DKD) [60], Universal Self-KD
(USKD) [56], One-For-All KD (OFAKD) [20], and Frequency Attention Module
KD (FAMKD) [42]. All codes and parameter settings are obtained from their
official GitHub pages, and all methods use the teacher-student pair ResNet34-
ResNet18 to train on four DA datasets.

Table 2 presents the classification accuracies of the student networks trained
by various compared methods and our 4Ds. Firstly, the student network trained
by our one-stage 4Ds performs better than those trained by two-stage methods
because our 4Ds can effectively circumvent the error accumulation problem in-
herent in two-stage methods. Meanwhile, our 4Ds also outperforms those DA
methods utilizing knowledge transfer and traditional KD methods, which indi-
cates that our 4Ds can effectively transfer the desired knowledge for the student
network, and thus enhancing its performance.

4.3 Ablation Studies

We select the teacher-student pair ResNet34-ResNet18 to estimate the key oper-
ations in 4Ds on the Office-Home dataset, and the results are shown in Table 3.
The contributions of these key operations are analyzed as follows:

Table 3: Average classification accuracies
(in %) of the ablation experiments. The
performance drop of each item compared
with the complete 4Ds is indicated in red
font in column “Avg.↓”.

Type Algorithm Avg. Avg.↓

Transferred knowledge

w/o Lkt(NS) 81.80 0.97
w/o Ldikt(NS) 80.25 2.52
w/o Lkt(NS)&Ldikt(NS) 77.74 5.03
Lkt(NS)&fTad 81.73 1.04

Transfering method

CKD [19] 82.26 0.51
SPKD [47] 81.75 1.02
MGD [55] 81.95 0.82
SemcKD [3] 81.38 1.39
ReviewerKD [7] 82.23 0.54

Weighting strategy

No weights 80.07 2.70
Block-wise 81.39 1.38
Channel-wise 81.44 1.33
Block&Channel-wise 81.83 0.94

Training strategy

Fixed teacher 79.64 3.13
Learnable teacher 78.55 4.22
w/o Lce(NT ) 81.22 1.55
w/o Lkt(NT ) 81.86 0.91

4Ds Ltotal(NS) 82.77 0.00

1) Transferred knowledge. We
train a student network that only
mimics the categorical knowledge or
domain-invariant features from the
teacher network. It can be observed
that the performance of the student
network without mimicking the cate-
gorical knowledge or domain-invariant
features dramatically decreases, espe-
cially for domain-invariant features.
Furthermore, the student network
learns from fTad with both domain-
invariant and domain-specific informa-
tion incurs an obvious performance
degradation. This indicates that de-
coupling domain-invariant features in
the teacher network is indeed nec-
essary to train reliable student net-
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works.
2) Transferring method for domain-invariant features. We replace the feature
transfer method proposed in our 4Ds with advanced feature-based KD meth-
ods [3, 7, 19, 47, 55] to transfer domain-invariant features. We can observe that
the original 4Ds outperforms those with advanced feature-based KD methods.
This shows the effectiveness of our method in domain-invariant feature transfer.
3) Weighting strategy for domain-invariant features. We calculate “Block-
wise” and “Channel-wise” weights (detailed in the Supplementary Materials)
to transfer features from the teacher to the student. We can observe that 4Ds
performs better than other strategies. This indicates that our fusion-activation
mechanism, which captures the global dependencies of features from all blocks,
can effectively transfer the domain-invariant features.
4) Training strategy for our 4Ds. We do not use adapters, instead, the stu-
dent networks are learned from a fixed teacher network and a learnable teacher
network pre-trained in the source domain. The former cannot grasp the suitable
domain-specific knowledge from the target domain, and the latter cannot retain
the valuable domain-invariant knowledge learned from the source domain. We
can observe that both of them show suboptimal performance compared with our
4Ds. These results demonstrate that both preserving domain-invariant knowl-
edge and updating domain-specific knowledge in our method are crucial for the
student network to achieve satisfactory performance. Moreover, we also guide the
training of the student network through a teacher network that uses adapters but
without Lce(NT ) or Lkt(NT ), and their performance is lower compared to the
complete 4Ds. This indicates that a precise and student-friendly teacher network
in the target domain is beneficial for training the student network.

5 Conclusion

This paper proposes a new KD method called 4Ds to learn a compact student
network in a new target domain from the teacher network trained within the
familiar source domain. To our best knowledge, we are the first to perform one-
stage model compression between different domains. Our proposed 4Ds adopts
three key operations to address the domain discrepancy between source and tar-
get domains, namely: 1) Decoupling of domain-invariant and domain-specific
knowledge in the teacher network; 2) Distilling the useful domain-invariant
knowledge inherited by the teacher network to the student network; 3) Adapt-
ing domain-specific knowledge of the teacher network in the target domain to
provide reliable knowledge to the student network. The main advantage of our
method is that 4Ds is a one-stage end-to-end framework, so it successfully al-
leviates the error accumulation from the two stages of traditional approaches
and avoids time-consuming iterations between these stages. Therefore, 4Ds can
effectively solve the domain gap to train reliable student networks in the target
domain by only using teacher networks in the source domain.
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