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Toward Making Unsupervised Graph
Hashing Discriminative

Chao Ma , Chen Gong , Member, IEEE, Xiang Li, Xiaolin Huang , Senior Member, IEEE,
Wei Liu , Member, IEEE, and Jie Yang

Abstract—Recently, hashing has attracted much attention in
visual information retrieval due to its low storage cost and
fast query speed. The goal of hashing is to map original
high-dimensional data into a low-dimensional binary-code space
where the similar data points are assigned similar hash codes
and dissimilar points are far away from each other. Existing
unsupervised hashing methods mainly focus on recovering the
pairwise similarity of the original data in hash space, but do not
take specific measures to make the generated binary codes to
be discriminative. To address this problem, this paper proposes
a novel unsupervised hashing method, named “Discriminative
Unsupervised Graph Hashing” (DUGH), which takes both
similarity and dissimilarity of original data into consideration to
learn discriminative binary codes. In particular, a probabilistic
model is utilized to learn the encoding of original data in low-
dimensional space, which models the original neighbor structure
through both positive and negative edges in the KNN graph
and then maximizes the likelihood of observing these edges. To
efficiently and accurately measure the neighbor structure for large-
scale datasets, we propose an effective KNN graph construction
algorithm based on the random projection tree and neighbor
exploring techniques. The experimental results on one synthetic
dataset and four typical real-world image datasets demonstrate
that the proposed method significantly outperforms the state-of-
the-art unsupervised hashing methods.
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I. INTRODUCTION

R ECENTLY, with the advance of computer technology and
the development of the World Wide Web, a huge amount

of digital data including texts, images and videos, are gener-
ated, stored, analyzed, and accessed every day. Nearest neighbor
search is one of the critical techniques in many fields of infor-
mation processing and analysis, such as data mining, informa-
tion retrieval, and pattern recognition [1]–[5]. However, greedily
searching the nearest neighbor in a large-scale dataset is infeasi-
ble. Due to this problem, approximate nearest neighbor (ANN)
search has attracted much attention in a variety of areas, and
many researches have been developed to handle the ANN search
tasks. Hashing [1], [4], [6]–[27] is a widely-studied solution to
ANN search, which tries to map original high-dimensional data
into a low-dimensional binary-code space where the neighbor-
ing structure is preserved. Specifically, the Hamming distance
between the binary codes of two data points should be small if
they are similar, and the Hamming distance should be large if
the two points are dissimilar.

Existing hashing methods can be divided into two cat-
egories: data-independent and data-dependent methods. For
data-independent methods, such as Locality-Sensitive Hashing
(LSH) and its variants [1], [28], [29], the hash functions are gen-
erated by using the random projection. Although LSH takes low
computation complexity and is ensured to achieve high collision
probability for similar data points, it requires relatively long hash
codes to achieve high precision in practice, which leads to the
increase of storage space and retrieval time cost.

The other category, data-dependent methods have been de-
veloped rapidly in recent years, as they can effectively in-
dex large-scale data with very compact binary codes. Unlike
data-independent hashing methods that randomly select pro-
jection functions, data-dependent hashing methods attempt to
learn parameters of different projection functions from a training
set. Data-dependent methods can be unsupervised or supervised.
Benefiting from the utilization of label information, supervised
hashing methods have demonstrated to be promising in some
applications [12], [13], [17]. However, it is often the case that
the semantic labels are not available in many real-world applica-
tions, hence only unsupervised hashing can be performed, which
is also the focus of this paper.
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Fig. 1. Visualization of Two-SwissRolls dataset in 3-dimensional space.

Existing unsupervised hashing methods mainly utilize the
data distribution or the underlying manifold structure to design
effective indexing schemes [16], [23]. Although these meth-
ods have obtained promising results to some extent, they share
two common problems. One basic problem is that all previ-
ous methods solely focus on recovering the pairwise similar-
ity of original data in hash space, but they do not take specific
measures to enforce the generated binary codes of dissimilar
points to be dissimilar. In other words, the discriminability of
the obtained binary codes has never been considered in unsu-
pervised hashing methods, which results in undesirable results.
For example, the 16-bit relaxed codes on a synthetic dataset
called Two-SwissRolls (the dataset is shown in Fig. 1, and the
details of this dataset are shown in Section V-B) learned by
four graph-based unsupervised hashing algorithms (i.e., Spectral
Hashing (SH) [6], Anchor Graph Hashing (AGH) [30], Inductive
Manifold Hashing (IMH) [31], and our method) are visualized
in Fig. 2. As we can see, due to the neglect of the dissimilarity
relationship between original data points, SH, AGH, and IMH
are not able to push dissimilar points far away from each other
in hash space, therefore the obtained binary codes cannot accu-
rately reflect the neighboring structure of original data. There-
fore, preserving the dissimilarity of the original data is indeed
important in hashing task. Another problem of existing hashing
methods is how to effectively measure the similarity and dis-
similarity relationship between the original data, since directly
searching the neighbors of all points for large-scale datasets is
too time-consuming. Several existing methods [30], [32] adopt
anchor graph [33] technique to approximate the exact graph,
where two points are considered to be similar if they share at
least one common anchor point. However, it cannot be guaran-
teed that the nearby points in the original feature space will al-
ways have identical nearest anchors [34], and the widely utilized
kernel-defined local weights in these methods are also sensitive
to the variations of hyper-parameters [35]. As a result, the orig-
inal neighboring structure may be destroyed in the established

anchor graph. The above mentioned two bottlenecks have se-
riously limited the utilization of existing unsupervised hashing
algorithms in practice.

In order to address the above shortcomings, we propose a
novel unsupervised hashing method named “Discriminative Un-
supervised Graph Hashing” (DUGH), which aims at learning
both accurate and discriminative binary codes for large-scale
hashing tasks. Specifically, in order to keep similar data points
close and dissimilar points far away from each other in hash
space, the low-dimensional encoding of the original data points
is learned through a probabilistic method. In particular, our
method models both the positive and negative edges (here neg-
ative edges mean the vertices1 that are not linked by an edge)
in the KNN graph of the original data, and then maximizes the
likelihood of observing these edges in hash space. Furthermore,
in order to efficiently and accurately measure the similarity and
dissimilarity relationship inherent in the original data, we pro-
pose an efficient graph construction algorithm to build the sparse
KNN graph based on the random projection (RP) tree [36] and
neighbor exploring [37] techniques. The experimental results
on one synthetic dataset and four typical image datasets demon-
strate that the proposed method significantly outperforms the
state-of-the-art unsupervised hashing methods.

The rest of this paper is organized as follows. We briefly in-
troduce some related works in Section II. The details of our
method are shown in Section III. The out-of-sample extension
of our method is presented in Section IV. Our approach is em-
pirically evaluated in Section V. Finally, we conclude the entire
paper in Section VI.

II. RELATED WORKS

In this section, we briefly review some related works in the
recent hashing literatures. Existing hashing algorithms can be
roughly divided into two groups: data-independent and data-
dependent.

A. Data-Independent Hashing

The most well-known data-independent hashing technique
is Locality-Sensitive Hashing (LSH) [1]. LSH simply utilizes
random linear projection to map the original data close in the
Euclidean space to similar codes, and theoretical analyses illus-
trate that as the code length increases, the Hamming distance
between two codes will approach to the Euclidean distance be-
tween their corresponding data points. With the success of LSH,
random projection based hash functions have been extended
to various similarity measures, including p-norm distance [28],
Mahalanobis metric [38], and kernel similarity [39], [40], and
these methods have been successfully utilized for large-scale
image retrieval and classification. However, in realistic applica-
tions, LSH-related methods require long hash codes to achieve
high precision, which results in low recall because the collision
probability that two points fall into the same bucket decreases
as the code length increases [41].

1In this paper, the terms “vertex”, “point” and “example” have the same mean-
ing.
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B. Data-Dependent Hashing

To solve the problem of data-independent hashing methods,
data-dependent hashing methods are proposed to learn effective
but compact hash codes through a set of training data. Desir-
able hashing functions can be effectively learned by mining the
structure of the original data points, representing the structure
on the objective function, and solving optimization problems as-
sociated with the objective function. Therefore, data-dependent
methods are also called “Learning to Hash” (L2H) [4]. L2H
methods can be further divided into two groups: unsupervised
[6], [7], [16], [23], [24], [31], [42] and supervised [8], [12]–[14],
[17], [43]. Supervised hashing algorithms employ various super-
vision information (labels or tags) to improve the performance
of learned binary codes, and have demonstrated to be promising
to some extent. However, the lack of the semantic labels in most
real applications limits the utilization of these methods. There-
fore, we mainly focus on unsupervised hashing in this paper.

Unsupervised hashing algorithms mainly learn hash functions
through the data distribution of training set. For example, Princi-
pal Component Analysis based Hashing (PCAH) [7] generates
linear hash functions through simple PCA projection, which per-
forms better than random projection. Gong et al. [7] developed
the Iterative Quantization (ITQ) method, which employs a sim-
ple and efficient alternating minimization scheme for finding an
orthogonal rotation of zero-centered data to minimize the quan-
tization error. Except these two PCA-based hashing methods,
Heo et al. [42] proposed a novel hypersphere-based hashing
method, Spherical Hashing (SpH), which is able to map more
spatially coherent data points into binary codes compared to
hyperplane-based methods. Graph techniques [33], [44]–[48]
have develop rapidly and have been widely utilized in hashing
methods. For instance, Spectral Hashing (SH) [6] is a repre-
sentative unsupervised hashing method, which learns similar-
ity preserved hash codes by spectral decomposition on Lapla-
cian matrix with the balanced and uncorrelated constraints. Liu
et al. [30] proposed the Anchor Graph-based Hashing (AGH)
method, which automatically discovers the neighboring struc-
ture inherent in the original data to learn binary codes. In AGH,
the anchor graph technique [33] is employed to make such ap-
proach computationally feasible. Shen et al. [31] proposed the
Inductive Manifold Hashing (IMH) method, which attempts to
learn compact embedding on the intrinsic manifolds of original
data. More recently, hashing with Binary Autoencoders (BA)
algorithm is proposed to combine the data dimension reduction
and binary quantization into a single step by using autoencoder,
where the algorithm encourages similar inputs map to similar
binary codes. Song et al. [21] proposed a unsupervised deep
video hashing method which learns the video hash codes by
simultaneous reconstructing the video contents and neighbor-
hood structure. Shen et al. [23] proposed an unsupervised hash-
ing framework, which can directly handle the binary constraints
with a general hashing loss.

III. METHODOLOGY

Suppose we have an image collection X = {xi}Ni=1, where
xi ∈ Rd is the d-dimensional feature vector of the i-th image
example. Without loss of generality, the data are assumed to be

zero centered which means
∑N

i=1 xi = 0. In general, the goal of
hashing is to map each pointxi into a binary codebi ∈ {−1, 1}c,
where c denotes the code length. Ideally, we hope that the Ham-
ming distance between bi and bj should be small when the two
data points are similar in the original space, while the Hamming
distance should be large when they are dissimilar. To solve this
problem, an approximate KNN graph should be constructed,
then we encode the obtained KNN graph into low-dimensional
hash space where the neighboring structure is preserved. The
proposed algorithm DUGH is detailed as follows.

A. Graph Construction

As we know, constructing the exact KNN graph takesO(N2d)
time, which is too time-consuming in real cases. Therefore, vari-
ous indexing techniques have been proposed to approximate the
KNN graph [1], [28], [36], [37], [49]–[51]. Among these tech-
niques, RP tree [36] technique has been proved to be efficient for
ANN search in high-dimensional space. However, constructing
a KNN graph with high accuracy requires many trees, which sig-
nificantly hurts the model efficiency. Therefore, in this paper, we
propose to construct an approximate KNN graph G = {V,E}
with limited number of RP trees and then improve the accuracy
of the graph via using the idea of neighbor exploring [37], [52].

Firstly, we build up NT RP trees to construct the initial neigh-
bor graph. Specifically, for every non-leaf node of each tree, the
algorithm selects a random hyperplane to split the subspace cor-
responding to the non-leaf node into two, which become the
children of that node. This process continues until the depth of
the tree reaches a threshold. Once the RP trees are constructed,
the corresponding leaf node of each point can be found through
traversing in the trees. The points in the subspaces of the same
leaf nodes will be treated as the candidates of their neighbors,
and theK-nearest neighbors in all the candidates ofNT RP trees
are utilized for initializing the KNN graph.

Secondly, starting from the initial KNN graph, the neighbor
exploring technique is employed to iteratively update the graph.
The key idea of neighbor exploring is that “a neighbor of my
neighbor is also likely to be my neighbor” [37]. During each
iteration, we search the neighbors of the neighbors for each data
point, and the union of its neighbors and its neighbors’ neighbors
forms the candidate set of its “new” neighbors. We then update
the KNN graph by searching the K-nearest neighbors in this
candidate set. This neighbor exploring is repeated for T times
to improve the accuracy of the approximate KNN graph.

After that, we calculate the weights of the edges using the
same approach as [53]. For a pair of points (xi,xj) which are
connected in the obtained graph, the weight wij is defined as

wij =
pj|i + pi|j

2N
, (1)

where pj|i denotes the conditional probability and it is defined
as

pj|i =
e
− ‖xi−xj ‖2

2σ2
i

∑
(i,k)∈E e

−‖xi−xk‖2
2σ2

i

, (2)
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Algorithm 1: Algorithm for Graph Construction

Input: Training set X = {xi}Ni=1, the number of RP trees
NT , the number of the nearest neighbors in KNN graph K,
the maximum iterations for neighbor exploring T .

Output: Approximate KNN graph G = {V,E}.
1: Build NT RP trees on X ;
2: // Initialize the KNN graph
3: for each point xi ∈ X do
4: Search the K-nearest neighbors based on RP trees,

and then store the results in the set Ki;
5: end for
6: // Neighbor exploring
7: t = 1;
8: while t ≤ T do
9: for each point xi ∈ X

10: Search the candidate set of its “new” neighbors
Ci = Ki ∪ (

⋃
xj∈Ki

Kj);
11: Search the K-nearest neighbors of xi in the

candidate set Ci, and then update Ki;
12: end for
13: t = t+ 1;
14: end while
15: for each point xi ∈ X , xj ∈ Ki

16: Add edge eij into KNN graph G;
17: Calculate the weight wij of the edge eij according

to Eqn. (1);
18: end for

whereE denotes the edge set and the parameterσi is set in such a
way that the perplexity of the conditional distribution p·|i equals
to a predefined perplexity.

The entire procedure of graph construction is briefly summa-
rized in Algorithm 1.

B. Encoding the Graph

Once the KNN graph is constructed, we would like to encode
the graph into a low-dimensional space to learn the relaxed vec-
tors of data, and then quantize the relaxed vectors into binary
codes. In this paper, we take the discrimination of data points
into consideration and solve the encoding problem through two
aspects: 1) we utilize a Student t-distribution function to calcu-
late the probability of observing the edges in the KNN graph;
and 2) a probabilistic method is adopted to learn the encoding
of the original data, which models both the positive and nega-
tive edges in the KNN graph. We detail the entire procedure as
follow.

Given a pair of points (xi,xj), we first define the probability
of observing a binary edge eij = 1 between xi and xj as

P (eij = 1) = f(‖ui − uj‖), (3)

where ui ∈ Rc is the relaxed code of point xi in the low-
dimensional space, and f(·) is a probabilistic function w.r.t. the
distance between ui and uj . The function f(x) = 1/(1 + x2) is
employed in this paper, as it specifies a Student t-distribution and
is able to deal with the “crowd problem” according to [53]. This

is because this probabilistic function is insensitive to the scale
change of the distance between the encoding results. As shown in
Fig. 3, we perform the comparison between the t-distribution and
the widely utilized Gaussian distribution in hash tasks. As we can
see, if we enforce the probabilities of observing an edge in the
graph under two different distribution functions to be equal, the
distance between the encoding results under the t-distribution
is supposed to be smaller than that under the Gaussian distribu-
tion when the original points are similar, otherwise the distance
under the t-distribution is supposed to be larger than that under
the Gaussian distribution when the original points are dissimilar.
This property is extremely important for achieving the discrim-
inative hashing results.

Eqn. (3) only defines the probability of observing a binary
edge between a pair of data points. To further extend it to gen-
eral weighted edges, we define the likelihood of observing a
weighted edge eij = wij as

P (eij = wij) = P (eij = 1)wij . (4)

With the above definition and the weighted graph G = {V,E},
the likelihood of observing all the edges in the graph can be
calculated as

L =
∏

(i,j)∈E
p(eij = 1)wij

∏

(i,j)∈Ē
(1− p(eij = 1))γ

∝
∑

(i,j)∈E
wij log p(eij = 1)

+
∑

(i,j)∈Ē
γ log (1− p(eij = 1)), (5)

in which Ē is the set of vertex pairs without edges and γ is an
unified weight assigned to the negative edges. Eqn. (5) models
the likelihood of observing all the edges in the graph through
two parts. The first part

∑
(i,j)∈E wij log p(eij = 1) models the

likelihood of observing all the positive edges. By maximizing
this part, similar data points will be put close together in the
low-dimensional space. The second part

∑
(i,j)∈Ē γ log (1−

p(eij = 1)) models the likelihood of observing all the vertex
pairs without edges (i.e., negative edges). By maximizing this
part, dissimilar data points will be pushed away from each other.

By maximizing Eqn. (5), the relaxed code of each point can
be learned. However, directly solving Eqn. (5) with stochastic
gradient descent (SGD) algorithm is intractable, as the number
of negative edges is quadratic to the number of nodes. To ad-
dress this bottleneck, negative edge sampling technique [54] is
adopted for optimization. For each vertex i ∈ V, we randomly
sample several vertices j ∈ V according to a noisy distribution
Pn(j) ∝ d0.75j and treat {i, j} as the negative edges, where dj
is the degree of vector j. The objective function (5) can be re-
formulated as

L′ =
∑

(i,j)∈E
wij(log p(eij = 1)

+

M∑

k=1

Ejk∼Pn(j)γ log (1− p(eij = 1))), (6)
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Algorithm 2: The training procedure of DUGH
Input: Training set X , code length c.
Output: The binary codes B.

1: Construct the approximate KNN graph according to
Algorithm 1;

2: Encode the KNN graph into the low-dimentional space
by maximizing Eqn. (5);

3: Initialize the R with a random orthogonal matrix;
4: Minimize Eqn. (7) by alternatively updating B and R

while fixing the other one;
5: Calculate the binary codes as B = sgn(UR).

whereM is the number of negative edges for each positive edge.
The objective function (6) is still problematic to be optimized by
SGD. This is because that the weight of edges wij is multiplied
into the gradient, and as the value of wij varies in a wide range,
it is very difficult to choose a suitable learning rate. To solve
this problem, the approach of edge sampling [52], [55] is used
in our paper, in which the edges are randomly sampling with the
probability proportional to their weights and then the sampling
edges are treated as binary edges. As a result, the learning process
is robust to the variations of the weights. With all the above
mentioned techniques, the entire optimization problem can be
solved efficiently with asynchronous stochastic gradient descent
[56].

After obtaining the relaxed codes U = [u1, . . . ,uN ]T , our
next goal is to find the binary codes B = [b1, . . . ,bN ]T . Di-
rectly thresholding the continuous vectors into binary codes
would lead to large quantization errors, and the performance
might deteriorate as the code length c increases. Therefore, the
orthogonal transformation is employed to minimize the quanti-
zation loss following [7]. The quantization loss is defined as

min
B,R

‖B−UR‖2F ,

s.t.B ∈ {−1, 1}N×c,RTR = I, (7)

where R ∈ Rc×c is the orthgonal matrix. To solve Eqn. (7),
we firstly initialize R with a random orthogonal matrix, and
then iteratively minimize the quantization loss in an alternating
procedure. The details are explained below.

Fix R and update B. It is obvious that the optimal solution
is B = sgn(UR).

Fix B and update R. While fixing B, Eqn. (7) corresponds
to the classic Orthogonal Procrustes Problem (OPP) [57]. It can
be minimized by firstly computing the SVD of the matrix BTU
as BTU = SΩŜT , and then setting R = ŜST .

We briefly summarize the entire training procedure of our
method in Algorithm 2.

IV. OUT-OF-SAMPLE EXTENSION

For a new coming data point xq , the binary code bq should
be derived efficiently. By following [31], we solve this problem
by utilizing a two-stage strategy: firstly we generate uq through
its s-nearest neighbors Ns(xq) in the training set X , and then
quantize it into the binary code bq with the learned orthogonal

transformation. This two-stage procedure can simultaneously
preserve the neighboring structure of the query points and min-
imize the quantization loss.

The first problem for generating the embedding uq is how
to identify Ns(xq). In this paper, we search the approximate
s-nearest neighbors of uq through clustering algorithm such as
K-means. We firstly partition the training set X into M clusters
offline. For a query xq , we can find its nearest cluster (i.e., the
distance from the query to the centroid of the selected cluster
is the smallest) and then retrieve the s-nearest neighbors in this
cluster to form Ns(xq).

After that, we minimize the following objective to learn uq ,
namely

min
uq

∑

xi∈Ns(xq)

w(xq,xi)‖uq − ui‖2. (8)

Here we define w(xq,xi) as w(xq,xi) = exp(−‖xq − xi‖2/
σ2), where σ is the bandwidth parameter. Simply, the optimal
solution is calculated as

u∗
q =

∑s
i=1 w(xq,xi)ui∑s
i=1 w(xq,xi)

, xi ∈ Ns(xq). (9)

The hash code for the query xq is then calculated by

bq = sgn(RTu∗
q). (10)

V. EXPERIMENTAL RESULTS

This section presents the experimental results and demon-
strates the effectiveness of the proposed approach. We start by
introducing the details of our experimental setting, and then pro-
vide the comparison results of our method with typical existing
approaches.

A. Experimental Setting

In the following experiments, we compare the proposed
DUGH method with several state-of-the-art hashing methods,
which include: Locality-Sensitive Hashing (LSH) [1], Spectral
Hashing (SH) [6], Anchor Graph Hashing (AGH) [30], Inductive
Manifold Hashing (IMH) [31], Principal Component Analysis
based Hashing (PCAH) [7], Iterative Quantization (ITQ) [7],
Spherical Hashing (SpH) [42], Asymmetric Inner-product Bi-
nary Coding (AIBC) [16], and Similarity-Adaptive Deep Hash-
ing (SADH) [23]. As we all know, convolutional neural network
(CNN) has emerged as the state-of-the-art method for global de-
scriptors in image retrieval tasks [13], [58], but it is not the focus
of our paper to compare the description ability of the CNN fea-
tures and hand-crafted features. Therefore, in this paper, we do
not compare our method with unsupervised deep hashing meth-
ods based on CNN architectures such as [59], [60]. Further-
more, to illustrate the advantage of the quantization strategy, we
show the performance of the proposed DUGH method without
the stage of quantization (represented as DUGH0 in the experi-
ments).

We run the previous methods using publicly available codes
with suggested parameters in their papers. Specifically, for our
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TABLE I
THE COMPARISON BETWEEN DUGH AND SEVERAL TYPICAL UNSUPERVISED HASHING ALGORITHMS WITH THE HASH CODES OF DIFFERENT LENGTHS ON

TWO-SWISSROLLS DATASET. THE BEST RESULT UNDER EACH SETTING IS SHOWN IN BOLDFACE

DUGH, the parameters are set as follows unless otherwise spec-
ified. The number of the RP trees is set to be NT = 10. The
number of neighbors for each data point in the KNN graph is
decided as K = 150. We repeat the neighbor exploring for three
iterations to improve the accuracy of the KNN graph, as it has
shown satisfactory performance as discussed in Section V-G.
In the out-of-sample stage, the number of K-means clusters is
tuned to M = 300, and the number of the nearest neighbors is
determined as s = 5.

By following the evaluation protocols used in previous hash-
ing methods [4], we split each dataset into training set and test
set. We evaluate all mentioned methods by Hamming ranking
and hash lookup using 16 to 128 hash bits. For Hamming rank-
ing, we perform mean Average Precision (mAP), which is a
widely used metric for evaluating the performance of hashing
methods. We also use the average precision of first N ranked
images (Precision@N) for each query to measure the Ham-
ming ranking performance. For hash lookup, we measure the
results by F1 score within Hamming radius 2 [61], which is cal-
culated as F1 = 2(precision · recall)/(precision+ recall).
The precision-recall curve is also employed to measure the per-
formance in the experiments.

B. Results on Synthetic Dataset

To illustrate the basic performance of the proposed DUGH,
we firstly report the results on a synthetic dataset dubbed Two-
SwissRolls. The visualization of this dataset in 3-dimensional
space is shown in Fig. 1, where we can see that the two man-
ifolds are partially overlapped. Each of the manifolds con-
sists of 2,000 points. Following [62], we first generate the
3-dimensional points, and then embed them into R200 by adding
197-dimensional uniform noise. We randomly choose 1,000 ex-
amples as the test set, and the rest of examples form the training
set. We perform the feature normalization on all examples to
make each dimension have zero mean.

In order to illustrate the superiority of our method for learn-
ing discriminative codes, we perform the visualization of the
16-bit relaxed codes learned by four graph-based unsupervised

Fig. 2. Visualization of the 16-bit relaxed codes learned by four graph-based
unsupervised hashing algorithms. The codes are projected into 2-dimensional
space with PCA technique. (a) SH. (b) AGH. (c) IMH. (d) Ours.

hashing algorithms (i.e., SH, AGH, IMH, and DUGH) in Fig. 2,
where the codes are projected into 2-dimensional space with
PCA technique. As we can see, the learned binary codes of the
proposed DUGH is able to better preserve the original neighbor-
ing structure when compared with the other three graph-based
methods. This is mainly because DUGH pulls the similar points
together and meanwhile pushes dissimilar points far away from
each other, and these results demonstrate the effectiveness and
discriminability of our methods.

Table I and Fig. 4 show other experimental results. As we
can see, the proposed method outperforms other methods in
most cases. Compared with other graph-based method includ-
ing SH, AGH, and IMH, the proposed DUGH outperforms these
methods with a large margin, which validates the advantage of
DUGH to learn both accurate and discriminative hash codes.
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TABLE II
THE COMPARISON BETWEEN DUGH AND SEVERAL TYPICAL UNSUPERVISED HASHING ALGORITHMS WITH THE HASH CODES OF DIFFERENT LENGTHS ON

MNIST DATASET. THE BEST RESULT UNDER EACH SETTING IS SHOWN IN BOLDFACE

Fig. 3. Comparison of probability density functions between the Gaussian dis-
tribution and t-distribution. The red curve is the standard Gaussian distribution,
and the blue one follows the Student t-distribution with one degree of freedom.

Furthermore, we can find that the F1 score of all these meth-
ods decreases dramatically when the code length increase, but
DUGH still achieves relatively high results with long code
lengths. All these results significantly demonstrate the effec-
tiveness of our method in unsupervised hashing. Besides, by
comparing the results of DUGH and DUGH0, we can find that
DUGH obtains much higher F1 score than DUGH0, and per-
forms a little bit better in terms of mAP and Precision@500. As
for precision-recall curves shown in Fig. 4, the performance of
these two methods is similar, and DUGH performs better than
DUGH0 with 16-bit binary codes. Therefore, the experimental
results confirm the effectiveness of the quantization strategy.

C. Results on MNIST

We next test our method on a popular handwritten digit
dataset, i.e., MNIST [63]. MNIST consists of 70,000 images
regarding the digits from “0” to “9”, and each of which is repre-
sented by a 784-dimensional vector. In our experiments, 1,000

queries are randomly selected as the test set, while the remain-
ing 69,000 examples are regarded as the training set. The feature
normalization is also performed on this dataset.

We report the comparative results with code length ranging
from 16 to 128 bits in Table II and Fig. 5. We can see that
DUGH outperforms other state-of-the-art methods under all the
code lengths. The gain of DUGH is huge over IMH which is
the most competitive one, and this result illustrates the remark-
able ability of DUGH in unsupervised graph hashing as it takes
the discrimination of data points into consideration. As shown in
Fig. 5, DUGH consistently performs better than other methods in
terms of the precision-recall curve. Furthermore, while F1 scores
of all the other methods decrease sharply with the increase of
code length, the results of DUGH are constant. In addition, it can
be found that DUGH achieves better performance when com-
pared with DUGH0 in terms of F1 scores and precision-recall
curves. This is mainly because the quantization strategy can sig-
nificantly reduce the quantization error and improve the quanlity
of the binary codes.

D. Results on CIFAR-10

In this section, we evaluate our method on CIFAR-10 [64],
which is a subset of the well-known 80M tiny image collection.
It consists of 60,000 images that are manually labeled with 10
classes (6000 examples per class). Each image in this dataset
is represented by the GIST feature vector [65] of which the
dimension is 384. We randomly sample 1,000 queries as the test
set and use the rest as the training set. The feature normalization
is also performed on this dataset.

The comparison experimental results on CIFAR-10 are re-
ported in Table III and Fig. 6. Compared with the other meth-
ods, the proposed DUGH achieves better performances in most
cases. This demonstrates the effectiveness of our methods in im-
age hashing tasks. By comparing the mAP results and F1 scores
among the four graph-based methods including SH, AGH, IMH,
and DUGH, we can see that the proposed DUGH outperforms
the other three methods. In addition, it can be seen that the F1
scores of all the other methods except DUGH is extremely low
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Fig. 4. Comparison of precision-recall curves with the hash codes of different lengths on Two-SwissRolls dataset.

Fig. 5. Comparison of precision-recall curves with the hash codes of different lengths on MNIST dataset.
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TABLE III
THE COMPARISON BETWEEN DUGH AND SEVERAL TYPICAL UNSUPERVISED HASHING ALGORITHMS WITH THE HASH CODES OF DIFFERENT LENGTHS ON

CIFAR-10 DATASET. THE BEST RESULT UNDER EACH SETTING IS SHOWN IN BOLDFACE

Fig. 6. Comparison of precision-recall curves with the hash codes of different lengths on CIFAR-10 dataset.

on this dataset when the code length is long, and this is because
the precision and recall within Hamming radius 2 in these cases
is almost zero in this case. Furthermore, the precision-recall
curves of all these methods are shown in Fig. 6, and we can find
that the results of DUGH and DUGH0 are similar, and both of
them perform better than other compared methods.

E. Results on Fashion-MNIST

In this section, we conduct the extensive experiments on
Fashion-MNIST dataset [66], which consists of totally 70,000
images. On this dataset, each example is a 28 × 28 grayscale
image belonging to one of 10 classes. In the experiments,
we directly flatten each image into a 784-dimensional feature
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TABLE IV
THE COMPARISON BETWEEN DUGH AND SEVERAL TYPICAL UNSUPERVISED HASHING ALGORITHMS WITH THE HASH CODES OF DIFFERENT LENGTHS ON

FASHION-MNIST DATASET. THE BEST RESULT UNDER EACH SETTING IS SHOWN IN BOLDFACE

Fig. 7. Comparison of precision-recall curves with the hash codes of different lengths on Fashion-MNIST dataset.

vector. We select 1,000 queries as the test set, while the
remaining 69,000 examples are regarded as the training set. The
feature normalization is performed on this dataset.

Table IV shows the performance comparison of different
hashing methods in terms of mAP, F1 score, and Precision@500.
As we can see, the proposed DUGH obtains better mAP results

and F1 scores in most cases. According to the quantitative re-
sults of Precision@500, AGH performs slightly better than our
methods with 16-bit, 32-bit, 48-bit, and 64-bit codes, while ITQ
performs best with 128-bit codes among all the other methods.
However, our method still shows comparable results with these
two methods. Moreover, as shown in Fig. 7, the proposed DUGH

Authorized licensed use limited to: NANJING UNIVERSITY OF SCIENCE AND TECHNOLOGY. Downloaded on July 20,2020 at 14:15:18 UTC from IEEE Xplore.  Restrictions apply. 



770 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 22, NO. 3, MARCH 2020

TABLE V
THE COMPARISON BETWEEN DUGH AND SEVERAL TYPICAL UNSUPERVISED HASHING ALGORITHMS WITH THE HASH CODES OF DIFFERENT LENGTHS ON

NUS-WIDE DATASET. THE BEST RESULT UNDER EACH SETTING IS SHOWN IN BOLDFACE

outperforms all the other methods significantly. These results
demonstrate the superiority of our method.

F. Results on NUS-WIDE Dataset

Lastly, we compare the proposed DUGH and DUGH0 with
the state-of-the-art methods on NUS-WIDE dataset [67]. The
NUS-WIDE dataset contains 269,648 images collected from
Flickr. Each image is represented by a 1134-dimensionnal low-
level feature vector. This dataset contains 81 ground-truth con-
cepts, and each image is tagged with multiple semantic labels.
Following [23], we select the images associated with the 21 most
frequent concepts and utilize a total of 195,834 images for eval-
uation. We randomly select 1,000 images to form the test set,
and all the remaining images are used as the training set. The
feature normalization is also performed on this dataset. Note that
we do not compare our method with AIBC on this dataset, since
it requires to compute the inner product of original features for
all points and this is infeasible on the large-scale dataset.

The comparison results are shown in Table V and Fig. 8. As
we can see, the proposed DUGH and DUGH0 outperform other
methods in terms of mAP, F1 score, and precision-recall curve
in most cases. Specifically, the F1 score of DUGH is signifi-
cantly higher than all the other methods, and the precision-recall
curves with the hash codes of different code lengths also show
that DUGH obtains better results than all the other algorithms.
These results illustrate the effectiveness of our method. As for
the precision@5000, the ITQ method obtains the best results
with 48-bit and 64-bit hash codes among all mentioned methods,
and the SpH method performs better than ours with 32-bit and
128-bit binary codes. However, our method is still comparable to
ITQ and SpH in these cases, while it performs much better than
these methods in terms of mAP, F1 score, and precision-recall
curve.

G. Analyses and Discussions

1) Efficacy of Graph Construction Methods: As mentioned
in Section III-A, we adopt an approximate way to efficiently con-
struct the KNN graph. To illustrate the efficacy of our method,

TABLE VI
THE COMPARISON BETWEEN TWO DIFFERENT GRAPH CONSTRUCTION

METHODS ON CIFAR-10 DATASET IN TERMS OF CPU TIME AND MAP

TABLE VII
THE COMPARISON BETWEEN TWO DIFFERENT GRAPH CONSTRUCTION

METHODS ON NUS-WIDE DATASET IN TERMS OF CPU TIME AND MAP

we study the quality of the established graph in this section.
Firstly, we perform the ablation study to compare the perfor-
mances of the exact KNN graph (denoted “Exact KNN”) and the
graph built by our method (denoted “Ours”). The experimental
results are shown in Table VI and Table VII. We can find that the
proposed method based on RP tree and neighbor exploring tech-
niques can significantly reduce the computation time for graph
construction on both CIFAR-10 and NUS-WIDE, which demon-
strates the superiority of our method on large-scale hashing task
over the methods based on exact KNN graph. Moreover, the
mAP results of both two methods are extremely similar, which
validates that our method is able to maintain the mAP obtained
by the accurate KNN graph.

Secondly, we perform the comparison results under different
numbers of iterations for neighbor exploring on the five adopted
datasets. As shown in Fig. 9, the accuracy of the approximate
KNN graph improves from 98.91% to 100% with only one it-
eration for neighbor exploring on Two-SwissRolls, improves
from 62.77% to 99.51% on MNIST, improves from 36.06%
to 98.89% on CIFAR-10, improves from 77.66% to 99.81%
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Fig. 8. Comparison of precision-recall curves with the hash codes of different lengths on NUS-WIDE dataset.

Fig. 9. Accuracy of the KNN graph under different numbers of iterations for neighbor exploring on all five datasets. (a) Two-SwissRolls. (b) MNIST.
(c) CIFAR-10. (d) Fashion-MNIST. (e) NUS-WIDE.
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Fig. 10. Parameter sensitivity on MNIST. (a) NT . (b) M . (c) K. (d) s.

Fig. 11. Parameter sensitivity on CIFAR-10. (a) NT . (b) M . (c) K. (d) is s.

on Fashion-MNIST, and improves from 24.96% to 94.76% on
NUS-WIDE. Besides, it can be found that our method needs at
most three iterations to achieve the almost accurate KNN graph
on all five datasets. This result demonstrates the effectiveness of
the neighbor exploring strategy for improving the accuracy of
the approximate KNN graph.

2) Parameter Sensitivity: In this section, we study the influ-
ences of parameters on the performance of DUGH on MNIST
and CIFAR-10 with 32-bit hash codes. The parameters include
the number of RP trees NT , the neighbor number of the KNN
graph K, the cluster number of the training set M , and the num-
ber of selected points for out-of-sample coding s. The defaults
of these parameters are set as NT = 10, K = 150, M = 300,
and s = 5. We then vary one of these parameters while fixing
the others to the defaults. The experimental results are shown in
Fig. 10 and Fig. 11. It reveals that the performance of DUGH is
not sensitive to the variations of these parameters, so they can
be easily tuned for practical use.

VI. CONCLUSION

In this paper, we propose a novel unsupervised hashing
method named “Discriminative Unsupervised Graph Hashing”
(DUGH), which aims at learning both accurate and discrimina-
tive binary codes for unsupervised hashing task. Different from
existing methods that mainly focus on recovering the pairwise
similarity of the original data in hash space, DUGH also takes
the discrimination of data points into consideration and employs
a probabilistic method to model both data similarity and dis-
similarity in the original space. To efficiently and accurately
calculate the neighbor graph, an effective graph construction al-
gorithm is adopted in this paper, and it has been shown that our
method can achieve the almost accurate KNN graph with limited

number of iterations for neighbor exploring. The experimental
results on five datasets reveal that the proposed method achieves
very encouraging performance in terms of both hash lookup and
hamming ranking when compared with the state-of-the-art un-
supervised hashing methods.

In our future work, we will extend our method with deep
learning technique, which is able to simultaneously learn binary
codes and hash functions in an end-to-end way. Furthermore,
we will also try to solve the optimization problem with discrete
constraint of hashing problems.
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