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Abstract

In this paper, we focus on the challenge posed by Class-Imbalanced Semi-Supervised
Learning (CISSL). Existing pseudo-labeling-based Semi-Supervised Learning (SSL) al-
gorithms often exhibit poor performance in minority classes, thereby resulting in degra-
dation of the feature learning process. This issue becomes more pronounced when la-
beled and unlabeled data exhibit different class distributions. To mitigate the effect of
imbalanced labeled data on feature learning, we introduce a simple yet effective plug-in
module, i.e., Inverse Auxiliary Classifier (IAC). The module utilizes a down-sampling
strategy by using a mask that inverts the class distribution of labeled data. Additionally,
we propose an Inverse Distribution Alignment (IDA) loss to encourage IAC to focus
on the underrepresented minority classes in labeled data. The proposed method can be
seamlessly integrated into multiple existing CISSL algorithms without any difficulty. Ex-
tensive experiments conducted in this paper demonstrate that incorporating the proposed
IAC can improve the performance of different CISSL models, especially when there is a
significant disparity between the class distributions of labeled and unlabeled data.

1 Introduction
Semi-Supervised Learning (SSL) has garnered significant attention in recent years, as it has
demonstrated effective performance [2, 3, 9, 23, 35, 38, 39, 42, 45, 47] by leveraging both
labeled and unlabeled data. Many SSL methods employ pseudo-labeling techniques [29] and
consistency regularization [44] to utilize unlabeled data. Nevertheless, state-of-the-art SSL
algorithms [38, 42, 47] typically assume a balanced class distribution in training data, which
may not hold in real-world application [1, 20, 21]. Models trained on imbalanced data are
very likely to be biased toward the majority classes with more examples while neglecting
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the minority classes with fewer examples, resulting in poor performance [5, 22, 43]. Though
there are some mature methods for Class-Imbalanced Learning (CIL) [4, 7, 8, 12, 14, 17,
19, 37, 49, 50], they are heavily dependent on accurate labels. This is not always feasible in
SSL, as accurate annotations can be quite scarce [15, 22].

Recently, various strategies have been proposed for tackling the challenge of Class-
Imbalanced SSL (CISSL), including refining the distribution of pseudo-labels [22], expand-
ing the labeled set with pseudo-labeled examples [43], or utilizing representations learned
from existing SSL methods, to learn a balanced classifier [15, 30, 34]. Broadly, these meth-
ods aim to train a balanced classifier on pseudo-labeled examples derived from conventional
SSL methods, under the assumption of consistent class distributions between labeled and
unlabeled data. Figure 1(a) portrays a scenario where the class distribution of labeled data is
consistent with that of unlabeled data. Here, the aforementioned CISSL methods usually ex-
hibit good performance. These methods predominantly focus on mitigating the bias towards
majority classes by refining the pseudo-labels. However, they demand prior knowledge of the
class distribution of unlabeled data, which are often unavailable in practical use [6, 24, 25].
Unlabeled data belonging to the minority classes of the imbalanced labeled data are prone to
being erroneously assigned with pseudo-labels of majority classes. This misclassification of
pseudo-labels can result in the confusion of features from the corresponding classes, hamper-
ing the performance of feature learning, especially when there exists significant divergence
in class distributions between labeled and unlabeled data as depicted in Figure 1(d).

To mitigate this issue, we introduce a simple and efficient plug-in module, i.e., Inverse
Auxiliary Classifier (IAC), to enhance the performance of CISSL algorithms. IAC employs
a down-sampling strategy that can be performed independently of the prior knowledge of
class distribution, aiming to emphasize the importance of minority classes during the feature
learning process. Additionally, we present an Inverse Distribution Alignment (IDA) loss to
extract sufficient supervision from the down-sampled labeled data. During model training,
the proposed IAC serves as a regularization term, assisting the feature extractor in discrimi-
nating the minority and majority classes in labeled data. This regularization can help refine
the pseudo-labels produced by FixMatch [38], a widely used SSL algorithm serving as the
foundation for many CISSL algorithms, as shown in Figure 1(b) and Figure 1(e) respec-
tively. It is noteworthy that the proposed IAC can be adopted to enhance the performance of
most existing CISSL algorithms, e.g., Adsh [16], as shown in Figure 1(c) and Figure 1(f).
The improvement can be especially notable when there is a large distribution gap between
labeled and unlabeled data. The contributions of this paper are as follows:

• We introduce IAC, which is a novel and effective plug-in module for existing CISSL
algorithms.

• The proposed IDA loss is utilized to enrich the limited supervision, facilitating IAC in
effectively learning from the minority-class data.

• Through comprehensive experiments, we demonstrate that the proposed IAC improves
the performance of various existing CISSL models, especially when there is a signifi-
cant discrepancy between the class distributions of labeled and unlabeled data.
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Figure 1: Learning with consistent and inconsistent class distributions between labeled and
unlabeled examples. (a) Consistent class distributions between labeled and unlabeled ex-
amples. (b)-(c) Recall of the generated pseudo-labels and predicted labels under consistent
class distributions, respectively. (d) Inconsistent class distributions between labeled and un-
labeled examples. (e)-(f) Recall of the generated pseudo-labels and predicted labels under
inconsistent class distributions, respectively.

2 Related Work

Semi-Supervised Learning (SSL): SSL aims to utilize both labeled and unlabeled data
for learning. Significant progress has been made in SSL through methods such as pseudo-
labeling and consistency regularization [2, 3, 27, 36, 38, 41, 42, 47]. FixMatch [38] is
a representative SSL algorithm that uses weak and strong data augmentations along with
a fixed high confidence threshold for generating pseudo-labels and enforcing consistency.
FlexMatch [47] and FreeMatch [42] further extend SSL by using dynamic threshold strate-
gies for pseudo-label filtering. However, these methods assume uniform label distribution,
which is unrealistic in practice due to prevalent class imbalance in labeled and unlabeled
data.
Class-Imbalanced Learning (CIL): CIL, also known as long-tailed learning, aims to ad-
dress classification problems with imbalanced training data. Prior research has primarily
focused on one-stage techniques, including re-sampling methods or re-weighting loss func-
tions during training. Re-sampling strategies [4, 8, 14, 17, 31, 37, 40] balance the number of
training examples across classes, while re-weighting methods [7, 12] adjust the loss for each
class based on a factor inversely proportional to the number of data points in the correspond-
ing class. Recently, two-stage methods [19, 32, 50] have improved the long-tail prediction
by separately learning the feature representations and the classifier head. However, applying
these techniques to imbalanced SSL is challenging due to the lack of labeled data.
Class-Imbalanced Semi-Supervised Learning (CISSL): Recently, various methods [15,
16, 18, 22, 28, 34, 43] have been proposed to address class imbalance in SSL. DARP [22]
introduces a convex optimization method to refine raw pseudo-labels using the class distri-
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Figure 2: The overall framework of the CISSL method that incorporates our proposed IAC.

bution of unlabeled data, while DASO [34] combines linear and similarity-based classifiers
for pseudo-label prediction. Adsh [16] optimizes an adaptive threshold for each class, and
CReST [43] proposes a re-sampling method for model refinement. These approaches de-
pend on the classifier’s ability to accurately predict unlabeled data. Assuming that labeled
and unlabeled data share consistent class distributions, and motivated by the effectiveness of
SSL methods like FixMatch [38] in feature extraction from training data, ABC [30] employs
an existing SSL algorithm to obtain high-quality representations and simultaneously trains
a class-balanced classifier for prediction through down-sampling. Meanwhile, CoSSL [15]
initially trains a model using an existing SSL algorithm and then trains a balanced classi-
fier based on the features of both labeled and unlabeled examples. However, SSL classi-
fiers tend to favor majority classes in labeled data when predicting, resulting in substantial
pseudo-label biases and ineffective learning of minority classes. This issue becomes more
pronounced when the class distributions of labeled and unlabeled data are inconsistent, em-
phasizing the need to supplement the model’s learning of minority classes in labeled data.

Notably, the model structure of IAC shares similarities with that of ABC [30], but there
are fundamental differences between the two methods. First, ABC aims to train a balanced
classifier for prediction, while the goal of IAC is to alleviate the impact of the imbalanced
class distribution on feature learning. Second, ABC down-samples both labeled and unla-
beled data to achieve a uniform distribution, while IAC down-samples labeled data to achieve
an inverse class distribution.

3 Methodology

3.1 Preliminary
We consider a K-class classification problem with a labeled set X = {(xn,yn)}N

n=1 and an
unlabeled set U = {um}M

m=1. Each xn ∈ Rd (d representing the feature dimension) is a
training example and yn ∈ {1, ...,K} indicates the corresponding class label. We use Nk
and Mk to represent the number of labeled and unlabeled instances, respectively, belonging
to class k, where ∑

K
k=1 Nk = N and ∑

K
k=1 Mk = M. Without loss of generality, we assume

that the K classes in X are arranged in descending order based on their cardinality, i.e.,
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N1 ≥ N2 ≥ ... ≥ NK . The class distribution of U is usually unknown in practice. For each
training iteration, minibatches BX = {(xb,yb)}B

b=1 and BU = {(ub)}µB
b=1 are generated by

sampling from X and U , with minibatch sizes of B and µB, respectively. Our objective is to
train a classifier f : Rd →{1, ...,K} under a class-balanced test set T .

The proposed IAC is applied to the representation layer of the backbone, aiming at mit-
igating the prediction errors in pseudo-labels of unlabeled examples, which are caused by
inconsistent class distributions between labeled and unlabeled data. It can be effortlessly
integrated into various CISSL methods based on FixMatch, which is a fundamental com-
ponent of numerous CISSL algorithms. For simplicity, we elucidate our algorithm using
FixMatch as the backbone. FixMatch employs a supervised loss derived from the weakly
augmented labeled data points, e.g., α(xb), which are produced by flipping and cropping
the image. It also utilizes the consistency regularization loss computed from the weakly aug-
mented unlabeled data point α(ub) and strongly augmented unlabeled data point A(ub), gen-
erated by Cutout [13] and RandomAugment [11]. Specifically, FixMatch generates pseudo-
labels based on the model’s predictions on α(ub), retaining the pseudo-label only if a high-
confidence prediction is produced by the model. The proposed IAC is trained by reusing the
weakly and strongly augmented data, together with the IAC loss LIAC. The overall frame-
work of the CISSL method that incorporates our proposed IAC is illustrated in Figure 2.

3.2 Inverse Auxiliary Classifier

To bolster the feature learning for minority classes in labeled data, we generate a 0/1 mask
M(xb) for each labeled data point xb based on a Bernoulli distribution B(·), which aims to
inverse the class distribution of the labeled data via down-sampling. To ensure sufficient
labeled examples for each class during the training of IAC, δ is adopted, to determine the
minimum number of examples selected from majority-class data. The supervised loss Ls for
IAC is expressed as follows:

Ls =
1
B

B

∑
b=1

M(xb)H(p(yb),qb), (1)

M(xb) = Ber(max(
δ

Nyb

,(
NK

Nyb

)ρ)), (2)

where p(yb) determines the class distribution for yb, i.e., the one-hot label. qb = pi(y |
α(xb)), where pi(y | α(xb)) represents the predicted class distribution produced by IAC for
α(xb). The cross-entropy between probability distributions p and q is denoted by H(p,q). δ

is the sampling lower bound for each class, which is typically set within a range between 0.1
and 1.0. The parameter ρ quantifies the degree to which the class distribution of the down-
sampled labeled data is inverted compared to the original labeled data distribution, which
can be set within a range between 1.5 and 2.0. Hence, IAC can not only focus on learning
minority-class features, but also take into account the majority-class features, ensuring that
different categories can be well-represented in the feature learning process. Additionally,
we employ a consistency loss, denoted as Lu, which is calculated in the same manner as
the unlabeled loss in the backbone, to encourage the proposed IAC to independently train a
high-quality classifier that places more emphasis on the minority classes in the labeled data
compared to the classifier in the backbone. The consistency loss Lu for IAC is expressed as
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follows:

Lu =
1

µB

µB

∑
b=1

1(max(qb)≥ τ)H(pi(y | A(ub)), q̂b), (3)

where 1 is the indicator function and q̂b = argmax(qb). max(qb) is the highest predicted as-
signment probability, corresponding to the confidence of prediction, and τ is the confidence
threshold, which is typically set to 0.95 following FixMatch [38].

3.3 Inverse Distribution Alignment Loss
Since the labeled data used for training after down-sampling are limited, the proposed IDA
loss LIDA is applied to enrich the supervision information for the training of IAC through
an inverse class distribution. Besides, IDA loss encourages IAC to focus on learning the
minority class of labeled data. Unlike traditional distribution alignment strategies [3, 43]
which align predictions with the distribution of labeled data, we align IAC’s predictions with
a distribution that is opposite to the class distribution of original labeled data. This not only
expedites the early stages of IAC’s training process but also further mitigates the impact of
class imbalance in the labeled data on IAC. IDA loss for IAC is expressed as follows:

LIDA = H(p̃(y),
∑

µB
b=1 qb

B
), (4)

where p̃(y) = p((NK
Ny
)ρ−1), which indicates the ideal distribution of the down-sampled la-

beled data in IAC.
The backbone’s performance is improved through end-to-end training of the IAC. We

train the proposed model using the total losses from the following loss:

L = LCISSL +LIAC, (5)

where LIAC = Ls +λ1Lu +λ2LIDA, and λ1,λ2 are fixed scalar hyperparameters denoting the
relative weight of Lu and LIDA. LCISSL denotes the loss from the CISSL algorithm. Finally,
class labels can be predicted by using the classifier in the CISSL algorithm.

4 Experiments

4.1 Experimental setup
Imbalanced Datasets. We have evaluated our approach on CIFAR-10/100 [26], SVHN [33],
and STL-10 [10] datasets, which are widely used in CISSL tasks. The evaluation metrics
employed are the overall accuracy (ACC) and F1 Score (F1). Imbalanced versions of these
datasets are created by exponentially decreasing the number of examples per class [12]. Fol-
lowing [22, 34], to construct the class-imbalanced training dataset, we use two parameters to
denote the imbalance ratio of labeled and unlabeled data, i.e., γl =

N1
Nk

and γu =
M1
Mk

, respec-

tively, and we then have Nk = N1 · γ
− k−1

K
l and Mk = M1 · γ

− k−1
K

u for 1 < k ≤ K.
Compared Methods. We have integrated IAC into six CISSL methods, as well as the
original SSL method, i.e., FixMatch [38], and assessed their performance both with and
without the proposed IAC. The CISSL methods examined include DARP [22], ABC [30],
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CIFAR-10
N1 = 500, M1 = 4000 N1 = 1500, M1 = 3000

γl = 150 γl = 100 γl = 150 γl = 100
Algorithm

γu = 150 γu = 150 γu = 100 γu = 1 γu =
1

100 γu = 150 γu = 100 γu =
1

100

Supervised 43.66/36.60 46.47/41.46 46.47/41.46 46.47/41.46 46.47/41.46 60.37/57.09 63.39/61.14 63.39/61.14
FixMatch 64.10/59.14 71.47/70.04 74.17/73.43 77.66/73.30 60.05/54.78 73.20/72.30 77.66/76.21 71.57/69.78

w/IAC 67.81/64.92 73.26/72.42 74.72/74.02 78.54/78.27 65.26/61.68 74.44/73.80 78.10/77.75 75.27/74.51
CReST 72.28/70.79 73.66/72.48 78.72/78.45 92.86/92.20 71.80/68.35 74.00/73.21 79.22/78.48 86.80/86.61
w/IAC 73.03/71.62 75.71/72.97 79.02/78.12 92.89/92.26 79.47/76.96 75.22/73.38 79.77/79.65 87.61/87.44
Adsh 67.47/64.26 73.03/72.23 76.34/75.95 82.22/82.57 66.91/66.39 74.00/73.09 78.15/77.70 70.09/69.33

w/IAC 70.39/68.71 74.75/74.00 77.23/76.88 85.51/85.76 71.17/71.15 74.35/73.60 79.40/79.14 74.09/74.11
DARP 68.99/67.05 74.10/73.22 75.34/74.81 71.69/68.51 61.44/56.19 74.34/72.41 78.27/77.90 69.31/67.34
w/IAC 69.01/66.50 74.59/73.85 75.85/75.32 84.09/83.96 64.87/61.05 74.01/73.18 78.92/78.62 75.31/74.81
DASO 64.84/62.03 67.71/66.34 69.87/69.09 71.57/70.75 69.77/69.44 72.68/72.12 76.90/76.63 78.03/78.14
w/IAC 67.13/65.67 68.02/66.65 71.19/70.64 74.55/74.37 78.80/78.96 72.70/71.99 77.09/76.86 81.65/81.78
ABC 76.41/75.78 80.63/80.49 81.88/81.79 87.07/87.09 79.43/79.22 80.73/80.67 84.25/84.23 83.76/83.54

w/IAC 78.54/78.24 80.69/80.53 81.93/81.82 88.32/87.49 81.94/81.57 82.05/82.03 84.49/84.48 84.65/84.59
CoSSL 76.95/76.98 80.68/80.79 82.55/82.52 85.98/85.95 72.27/72.04 83.13/83.30 84.98/85.03 74.12/73.22
w/IAC 78.79/78.94 80.81/80.99 82.85/82.91 86.89/86.88 76.23/76.07 83.11/83.20 85.37/85.41 76.64/75.77

Table 1: Comparison results (ACC/F1) on CIFAR-10.

CReST [43], DASO [34], Adsh [16], and CoSSL [15]. Additionally, we have conducted
comparative analysis using supervised learning as a reference baseline.
Training and evaluation. Our experiments are conducted under the uniform codebase
USB [41] for fair comparison, with experimental setups mirroring those utilized in DASO [34].
Specifically, the selected backbone network is the Wide ResNet-28-2 [46]. We employ an
SGD optimizer with a learning rate of 0.03 and a weight decay of 5e-4. The optimizer op-
erates over 256 training epochs, each comprising 1024 iterations. The batch size is set to
64 for the labeled set and 128 for the unlabeled set. For evaluation, we employ the Expo-
nential Moving Average (EMA) network, updating its parameters at each step, in line with
DARP [22].

4.2 Main Results

First, we apply IAC as a plug-in module to FixMatch and various CISSL methods respec-
tively, assessing its effectiveness on CIFAR-10 under varying levels of imbalance ratio within
both labeled and unlabeled data. The results of these experiments are detailed in Table 1.
Overall, the results demonstrate that these CISSL methods with IAC consistently outperform
their counterparts without IAC, particularly when the distributions of labeled and unlabeled
data are notably inconsistent. For instance, when N1 = 500, M1 = 4000 and the class distri-
bution of labeled examples is opposite to that of unlabeled examples (γl = 100 and γu =

1
100 ),

DASO with IAC demonstrates a 9% increase in terms of accuracy compared with their orig-
inal version without IAC. Similarly, CoSSL with IAC exhibits a 4% increase in terms of
accuracy compared with its original version without IAC. It is also observable from the re-
sults that, due to the utilization of unlabeled data, SSL methods significantly outperform
supervised learning.

Meanwhile, we conduct extensive experiments on SVHN, CIFAR-100 and STL-10 to
demonstrate the effectiveness of the proposed IAC. The experimental results are reported
in Table 2, showing the same trend as those for CIFAR-10. As is observed, these CISSL
algorithms with IAC achieve competitive or even better performance when compared with
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SVHN CIFAR-100 STL-10
N1 = 500, M1 = 4000 N1 = 150, M1 = 300 N1 = 150, M = 100k

γl = 100 γl = 10 γl = 15 γl = 10 γl = 20
Algorithm

γu = 100 γu =
1

100 γu = 10 γu =
1
10 γu = 15 γu =

1
15 γu : N/A γu : N/A

Supervised 82.29/79.73 82.29/79.73 48.23/46.61 48.23/46.61 45.92/43.80 45.92/43.80 46.42/44.62 40.04/35.76
FixMatch 91.93/90.73 89.72/88.20 57.96/56.47 56.91/56.06 54.50/52.34 53.78/52.38 65.61/63.97 54.56/48.89

w/IAC 91.95/90.67 92.66/92.34 58.58/57.22 59.33/58.66 55.74/53.80 56.40/55.44 67.01/64.94 55.85/50.95
CReST 93.12/91.56 92.13/91.72 57.09/55.55 59.17/58.33 54.54/52.08 56.38/55.38 67.01/61.94 59.23/54.46
w/IAC 93.27/90.78 92.47/90.98 58.57/57.23 61.06/60.26 54.90/52.14 58.57/57.55 67.73/62.15 60.26/54.57
Adsh 92.32/91.29 87.60/87.08 58.20/57.21 55.22/54.74 54.14/52.57 51.80/50.92 69.68/70.03 65.50/64.68

w/IAC 92.34/91.36 91.48/91.10 58.33/57.33 57.25/56.95 54.53/52.83 54.39/53.83 70.48/70.35 66.33/64.94
DARP 91.81,90.60 91.95/90.99 57.88/56.69 57.82/56.91 54.49/52.61 54.69/53.43 63.94/61.85 55.26/51.81
w/IAC 91.84/90.74 93.27/92.94 58.55/57.43 59.13/58.45 55.16/53.13 56.94/55.93 66.83/65.63 57.63/54.28
DASO 88.59/87.19 89.54/88.72 58.67/56.51 59.31/58.22 55.11/52.37 56.18/54.72 69.38/68.54 58.08/53.66
w/IAC 89.01/87.76 93.00/92.67 58.77/57.50 59.70/59.06 55.56/53.48 56.89/55.87 70.55/69.62 62.54/60.43
ABC 93.75/93.12 92.74/92.39 59.83/58.64 59.88/59.02 56.87/55.47 57.25/56.36 70.83/69.92 65.69/63.87

w/IAC 93.76/93.01 92.76/92.27 60.15/59.14 60.51/59.81 56.73/55.35 57.73/56.72 71.99/71.16 67.64/66.81
CoSSL 92.68/91.69 90.27/88.03 58.58/57.58 58.11/57.45 56.21/55.31 55.56/54.53 70.75/70.15 64.85/64.09
w/IAC 92.97/92.29 92.46/91.57 59.45/58.53 59.67/59.10 56.43/55.62 56.33/55.51 71.14/70.54 65.18/64.34

Table 2: Comparison results (ACC/F1) on SVHN, CIFAR-100 and STL-10.

the corresponding models. As the distribution of labeled data in CIFAR-100 is relatively
balanced overall, the improvement gained by IAC is less pronounced. It is noteworthy that
some of the unlabeled data of SLT-10 belong to unknown classes, yet our method can still
improve the accuracy of the CISSL algorithms.

4.3 Detailed Analysis

We visualize the training curves for the test accuracy throughout the training phase for each
CISSL algorithm on CIFAR-10 dataset with N1 = 500, M1 = 4000, γl = 100 and γu = 1

100
in Figure 3. Besides, we visualize the representations of testing data through t-SNE, as
depicted in Figure 4. As shown in Figure 3, IAC substantially boosts the test accuracy for
the six CISSL methods. As depicted in Figure 4, IAC can improve the quality of features
produced by both traditional SSL and CISSL methods. Specifically, IAC can enhance the
discriminability of the majority and minority classes in the traditional SSL method, i.e.,
FixMatch [38], by observing Figure 4(a) and Figure 4(b). Simultaneously, in the comparison
between Figure 4(c) and Figure 4(d), IAC mitigates the degradation of feature quality caused
by adjusting pseudo-labels in CISSL methods, e.g., DASO [34].

4.4 Ablation Study

To investigate the effects of each component of IAC, we conduct an ablation study on
CIFAR-10 with N1 = 500, M1 = 4000, and γl = 100, taking CoSSL+IAC as an example.
The results of CoSSL and CoSSL+IAC are presented in Table 3, where each row signifies
the application of IAC in the FixMatch-based CoSSL algorithm. The default configuration is
ρ = 1.9, δ = 0.1, λ1 = 1.0 and λ2 = 0.003. According to [15], CoSSL employs a two-stage
training approach. In the first stage, the model is trained directly through FixMatch. Subse-
quently, techniques like mixup [48] are implemented to train a balanced classifier based on
the features obtained in the previous stage. Based on Table 3, We can draw the following
conclusions: 1) The statistics in the table illustrate that the incorporation of Lu can signif-
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Figure 3: Training curves for the test accuracy on CIFAR-10, where N1 = 500, M1 = 4000,
γl = 100 and γu =

1
100 .

CIFAR-10
N1 = 500, M1 = 4000

γl = 100
Algorithm

γu = 100 γu = 1
100

CoSSL 82.55 72.27
CoSSL+IAC 82.79 76.23
Without Lu 81.80 71.63

Without LIDA 82.65 74.63
λ1 = 2.0 82.41 77.53
λ2 = 1.0 82.47 75.37
ρ = 1.0 82.58 72.16
ρ = 2.5 82.78 75.83

Without δ 82.74 75.96
δ = 1.0 82.76 70.34

Without δ , ρ = 2.5 82.10 73.21

Table 3: The ablation study for our
method on CoSSL on CIFAR-10

0
1
2
3
4
5
6
7
8
9

(a) FixMatch (b) FixMatch + IAC

(c) DASO (d) DASO + IAC
Figure 4: t-SNE visualization of testing data on
CIFAR-10, N1 = 500, M1 = 4000, γl = 100 and
γu =

1
100 .

icantly boost the model’s performance. Besides, the enhancement provided by IAC is not
dependent on fine-tuning of hyperparameters. 2) By comparing the results across different
columns, it is revealed that the application of IAC is particularly beneficial when the class
distributions of labeled and unlabeled data are inconsistent. 3) By comparing the results on
the second, ninth, and final rows, we find that choosing an appropriate value for δ can lead
to a satisfactory prediction, when adopting an excessively large ρ . 4) By comparing the re-
sults on the second and fifth rows, we can conclude that a relatively large λ1 can improve
the performance in case of inconsistent class distributions, but it will slightly decrease the
performance in case of consistent class distributions. 5) By comparing the results on the
second, fourth, and sixth rows, it can be inferred that a suitable λ2 is helpful to improve the
model performance.
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5 Conclusion
In this paper, we propose a simple yet effective plug-in module, i.e., IAC, to enhance the
performance of existing CISSL algorithms particularly in situations with substantial incon-
sistency between the class distributions of labeled and unlabeled data. With the assistance
of the inverse distribution alignment loss and the inverse auxiliary classifier, IAC focuses on
minority classes in labeled data that are often neglected by the backbone. Extensive experi-
ments have demonstrated that existing CISSL methods tend to underperform when the class
distributions of labeled and unlabeled data are inconsistent, and the application of IAC can
effectively mitigate this issue. Despite the effectiveness, one potential limitation of IAC is
the difficulty in determining the optimal hyperparameters. In the future, we plan to reduce
the reliance on hyperparameters for IAC and expand its application to a broader range of
scenarios.
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