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Abstract—Positive and Unlabeled (PU) learning has attracted intensive research interests in recent years, which is capable of training a binary classifier solely based on positive and unlabeled examples when the negative data are absent or too are diverse. However, the existing PU learning methods largely overlook the relationship between the examples when handling the unlabeled data, leading to insufficient exploitation of data structure which actually contains useful distribution information. Therefore, by following the multi-manifold assumption which is observed in many real-world vision problems, this paper proposes a novel algorithm termed “Multi-Manifold PU learning” (MMPU), which assumes that the data belonging to different classes lie on different underlying manifolds. As such, the structural information revealed by the dataset is deployed, which is helpful in deciding the labels of unlabeled examples. Our MMPU contains two main steps, namely, multi-manifold exploration and positive confidence training, where the former is accomplished by computing the local similarity, structural similarity, and semantic similarity of pairwise data, and the latter establishes a binary classifier in reproducing kernel Hilbert space based on the real-valued confidence level of each example to be positive. Experimentally, we not only test the proposed MMPU on five highly nonlinear synthetic datasets but also apply MMPU to various typical computer vision tasks, including handwritten digit recognition, violent behavior detection, and hyperspectral image classification. The results demonstrate that MMPU can obtain a superior performance compared to the state-of-the-art PU learning methodologies.

Index Terms—Positive and unlabeled learning, multi-manifold exploration, positive confidence training.

I. INTRODUCTION

RECENT years have witnessed a dramatic increase of interest in the study of Positive and Unlabeled learning (PU learning) due to its usefulness and effectiveness [1]–[3]. The target of PU learning is to build a binary classifier solely based on positive and unlabeled training examples, so PU learning is very useful when the negative training data are absent or too diverse, such as

- **Image Retrieval [4]:** The query images constitute the positive examples, while the candidate image examples are treated as unlabeled as they contain both relevant and irrelevant images to the queries. In this application, we do not have explicit negative training examples, and thus PU learning can be adopted to identify the images of user’s interest in the unlabeled set.
- **Automatic Face Tagging [2]:** A set of user’s face images (i.e. positive examples) are firstly provided by himself/herself, and then PU learning can be employed to automatically tag the photos in the user’s photo album by discriminating the user’s face from others’ faces.
- **Hyperspectral Image Classification [5]:** In remote sensing, sometimes the users are only interested in detecting one specific land cover type without considering other classes (e.g. the class of “tree” for studying forest expansion). In this case, it is easy to annotate some tree regions (i.e. positive data), but is difficult to exhaustively and representatively collect diverse non-tree regions (i.e. negative data), so PU learning can be utilized to conduct the detection of positive data.

Note that in above typical PU learning applications, every unlabeled example for building a PU classifier can be positive or negative, but the corresponding groundtruth label is unknown during the training stage. Therefore, it poses a great challenge for a PU learning algorithm to obtain the accurate two-class decision function. Although PU learning can be regarded as a special case of semi-supervised learning [6]–[8] when the labeled negative examples are not provided, their solutions are quite different. This is because the existing semi-supervised models cannot work properly without the existence of negative training data, so the algorithms that targets PU learning should be specifically designed.
Up to now, the existing PU learning methods can be attributed to three main categories according to how the unlabeled examples for training are dealt with. The methods of first category follow a two-step strategy which firstly identify a set of definite negative examples from unlabeled examples, and then adopt a traditional supervised learning algorithm to learn from these reliable negative examples as well as the original positive examples. Here the first step is critical to determining the final performance, and the inaccurate identification of definite negative examples may lead to disastrous outputs. The typical algorithms of this type include SEM [9], PEBL [10] and ROC-SVM [11], which adopt “spy technique”, 1-DNF, and Rocchio algorithms [12] to accomplish the first step correspondingly. The second category regards the unlabeled data as highly noisy negative data, among which the original positive examples are deemed as mislabeled. Therefore, PU learning is transformed to the learning problem with one-sided label noise [13]–[15], as all known positive examples have clean labels. The representative works include biased SVM [16], weighted Logistic regression [17], and Loss Decomposition and Centroid Estimation [18]. The third category formulates PU learning as a cost-sensitive learning problem, in which each unlabeled example is viewed as a weighted positive example as well as a weighted negative example. A pioneering work is [19], which develops the weighted SVM and allocates different weights to the loss functions regarding positive and negative classes. After that, a non-convex ramp loss for PU learning is proposed in [20]. To fix the non-convexity issue, a convex unbiased double hinge loss is presented in [2]. To further address the overfitting problem inherited by [2], Kiryo et al. [3] suggest to force the loss value above zero, and the induced loss is called non-negative risk estimator. In the third category, every unlabeled example is injected to the loss functions regarding both positive and negative classes, which leads to the inappropriate penalties as the real label of an example should be unique. Consequently, their performances are still to be improved.

From above analyses, we see that different categories of existing methods have their own shortcomings. More critically, they isolatedly treat each of the unlabeled examples when computing the class probability or loss value. This largely ignores the relationship between data points, and thus the structural property carried by the training set has not been fully exploited. To this end, this paper relates the examples via manifold assumption and proposes a Multi-Manifold PU learning (termed “M MPU”) algorithm. To be specific, we assume that the data observations lie on multiple smooth low-dimensional manifolds, and each of the manifolds corresponds to a class. Such multi-manifold phenomenon has been widely observed in various computer vision applications, such as image set classification [21], gait analysis [22], [23], one-shot face recognition [24], motion segmentation [25], and object recognition [26]. Therefore, by discovering and utilizing the manifolds that support the entire dataset, our MMPU is able to obtain very encouraging performance in a variety of vision problems. The implementation of MMPU needs two steps. In the first step, a graph on the positive and unlabeled examples is built according to their similarities in the feature space [27], [28], where the local similarity, structural similarity and semantic similarity between pairs of examples are particularly considered. Based on the established graph, in the second step we treat the available positive examples as queries and rank the remaining unlabeled data along the manifolds, so that each of them will receive a confidence value to be positive. We further utilize the recent positive-confidence learning strategy [29] and formulate our problem as a risk minimization framework, which can be easily solved in the Reproducing Kernel Hilbert Space (RKHS). Due to the proper utilization of multi-manifold structural information, our MMPU yields superior performance to the state-of-the-art PU methods on a wide range of vision problems such as handwritten digit recognition, violent behavior detection, and hyperspectral image classification.

II. RELATED WORK

In this section, we review the representative works on multi-manifold learning and PU learning, as these two learning frameworks are very relevant to the topic of this paper.

A. Multi-Manifold Learning

The early-staged manifold learning papers mainly work on single manifold, such as the well-known Isomap [30], LLE [31], and Laplacian Eigenmaps [32]. However, due to the complexity of practical data, single manifold cannot comprehensively describe the entire data distribution, so many researchers propose to use a mixture of manifolds to model the data observations [33]. Up to now, multi-manifold assumption has been intensively adopted in many learning tasks such as clustering, dimensionality reduction, and semi-supervised learning.

For clustering, it is assumed that each manifold represents a class and spectral theory is usually employed to achieve such clustering. For example, Wang et al. [34] employ spectral decomposition to divide the dataset into several sub-manifolds. Afterwards, they utilize the local geometric information of data points to handle the intersections and obtain the improved clustering results [35]. Besides, Gong et al. [36] estimate the local tangent space by weighted low-rank matrix factorization, and the estimated local structure is further used to assist the discovery of global structure. The local property is also employed by [37], in which local principal components analysis is performed in the selected neighborhoods so that the discrepancy between the principal subspaces of neighborhoods can be decided.

For dimensionality reduction, Li et al. [38] maximize the nonparametric manifold-to-manifold distances and meanwhile preserve the locality of manifolds to achieve the discriminant multi-manifold dimensionality reduction. Valencia-Aguirre et al. [39] extend the traditional Laplacian Eigenmaps to multi-manifold situations by computing the relationship among the examples of different classes based on an intra-manifold comparison. Apart from intra-manifold structure, the inter-manifold structure is also deployed by [22] to jointly learn the embedding results from different manifolds. Similarly, LLE is also adapted to multi-manifold cases based
on the manifold-to-manifold distance and point-to-manifold distance [40].

For semi-supervised learning, the first work considering multiple manifolds is [41]. This work adopts a “cluster-then-label” strategy and uses the Hellinger distance to depict the intuition that two points on different manifolds or in the regions with different density should be considered dissimilar. Differently, Xing et al. [42] propose a novel multi-manifold semi-supervised Gaussian mixture model by introducing a local tangent space based geometrical similarity.

Multi-manifold learning has been broadly applied to a wide range of visual applications. For example, Lu et al. [21] propose the multi-manifold deep metric learning to recognize an object of interest from a set of image instances captured from varying viewpoints or under varying illuminations. Lu et al. [24] also come up with a novel discriminative multi-manifold analysis method for face recognition from a single example by learning discriminative features from the non-overlapping image patches. Goh and Vidal [25] hypothesize that the point trajectories associated with different motions reside in different manifolds, and they cast motion segmentation as a clustering problem on multiple manifolds.

From above literature review, we see that multi-manifold learning is beneficial for many learning algorithms to boosting the performance, yet it has not been utilized by PU learning to properly identify the positive and negative classes in the unlabeled set.

B. Positive and Unlabeled Learning

PU learning is an emerging topic in weakly-supervised learning, which aims to train a binary classifier by simply harnessing positive examples and unlabeled examples. So far, the developed algorithms can be divided into the following three categories.

In the first category, some definite negative examples are detected in the first step, and then a conventional supervised classifier is applied to the detected negative examples as well as the original positive examples in the second step. To accomplish the first step, Liu et al. [9] introduce an interesting “spy” technique which sends “spy” examples from the positive set to the unlabeled set so that the probability of an unlabeled example belonging to the positive class can be estimated. Besides, Yu et al. [10] explore the feature frequencies in positive set and unlabeled set, and develop the 1-DNF technique to identify the definite negative examples. Moreover, Liu et al. [16] and Xiao et al. [43] respectively adopt the naive Bayesian classifier and K-means to determine the most likely negative examples and positive examples in the unlabeled set. For the second step, some traditional supervised algorithms such as SVM are implemented repeatedly or all at once to fulfill the binary classification [44]. Although the methods of first category are simple, they suffer from a critical drawback that the model output is strongly dependent on the quality of the first step. If the extracted negative examples are inaccurate in the first step, the classifier trained in the second step will be severely biased.

The second category formulates PU learning as a learning problem with one-sided noisy labels. That is to say, all unlabeled examples as treated as negative with incorrect labels, and the positive examples are “clean”, i.e., without any label noises. Here the examples that are originally positive in the unlabeled set are regarded as mislabeled. Li et al. [16] propose the biased SVM which imposes different regularization parameters on the slack variables that control the tolerance of in-margin examples or even errors. Similarly, Lee and Liu [17] devise the weighted Logistic regression to handle the noisy labels, and the weights are selected on a validation set. However, the regularization weights for both biased SVM and weighted Logistic regression are tuned via some empirical or heuristic ways, so the model performance is very sensitive to their choices. To solve this problem, Shi et al. [18] propose an unbiased estimation of the true risk on PU datasets by utilizing the techniques of loss decomposition and centroid estimation. Considering that the positive examples are not uniformly sampled in many real-world applications, He et al. [45] propose an instance-dependent PU algorithm in which the probability of an example being positive is related to its feature representation. The methods of second category require the estimation of class prior in the training set, which could be difficult and error-prone. An inaccurate estimation may hurt the performance of PU algorithm.

The algorithms of third category transform PU learning to a cost-sensitive learning problem, in which each unlabeled example is viewed as a weighted positive example as well as a weighted negative example. So far, the algorithms belonging to this category have achieved the state-of-the-art performances. The first work of this category is arguably [19], which proposes the weighted SVM to assign corresponding weights to the class-specific losses. After that, Plessis et al. [20] favor to weight the per-class cost of every example according to the estimated class priors and propose a non-convex ramp loss to conduct PU classification. However, the non-convexity of the loss function in [20] may lead to the difficulty for the subsequent optimization, so a convex unbiased double hinge loss is presented in [2], which is composed of a weighted ordinary convex loss for unlabeled data and a weighted composite convex loss function for positive data. The scalability of this method is improved by a modified Sequential Minimal Optimization (SMO) approach with a significant reduction in memory and computation [4]. Unfortunately, [2] has a significant drawback that it may easily lead to the overfitting problem as the empirical risks of this method on training examples might be negative. Therefore, Kiryo et al. [3] amend the loss function in [2] by lower-bounding the loss value to be zero, and the designed loss is called non-negative risk estimator. Note that all the methods of this category simultaneously compute the losses of every unlabeled example on both positive and negative classes, so they inevitably introduce noises as the groundtruth label of an example is unique.

Other typical PU models include [46] based on positive margin, [47] based on generative adversarial learning, [48] for multi-label ranking, and [49] for semi-supervised learning. From above analyses, we see that there are no manifold-based PU algorithms that are specifically designed...
for vision applications. Besides, most of the existing PU methods such as [2], [3], [5], and [18] directly learn the model parameters on the PU dataset without sufficiently exploiting the data distribution, so they are not likely to generate good performance when multi-manifold structure exists in the dataset. Due to the existence of multiple manifolds, the data distribution can be quite complicated, so the two-step paradigm employed by our MMPU could be better which firstly identifies the data distribution and then learns the model parameters.

III. Multi-Manifold Exploration

Let \( X \in \mathbb{R}^d \) (\( d \) is data dimensionality) and \( Y \in \{+1, -1\} \) be the input and output random variables, and \( P(X, Y) \) be the joint distribution of \( (X, Y) \). Suppose we have a set of examples \( X = \{(x_1, y_1), \ldots, (x_p, y_p), (x_{p+1}, y_{p+1}), \ldots, (x_n, y_n)\} \) identically and independently drawn from the distribution \( P(X, Y) \), where \( (x_i, y_i) \) are features of the \( n \) examples, and \( y_i \)'s are the labels of the corresponding examples. Note that the first \( p \) examples in \( X \) are assumed to be positive which are denoted as the positive set \( \mathcal{P} \), and the remaining \( n - p \) examples are unlabeled which are included in the unlabeled set \( \mathcal{U} \). Therefore, given the hypothesis space as \( \mathcal{F} \), the target of PU learning is to find a suitable decision function \( f \in \mathcal{F} : \mathbb{R}^d \rightarrow \mathbb{R} \) based on \( X = \mathcal{P} \cup \mathcal{U} \) so that the unseen test example \( x \) can obtain the correct label assignment \( \text{sgn}(f(x)) \in \{-1, 1\} \).

The proposed MMPU algorithm contains two steps, namely multi-manifold exploration and positive confidence training, and this section explains the details of the first step. The target of multi-manifold exploration is to discover the underlying multiple manifolds hidden in the dataset, so that they can aid the subsequent model training on PU dataset. Since PU learning is about binary classification, there are totally two manifolds which correspond to the positive class and negative class accordingly. To discover them, we build a graph \( G = (\mathcal{V}, \mathcal{E}) \) over the training set \( \mathcal{X} \) where \( \mathcal{V} \) is the node set consisted of all \( n \) examples and \( \mathcal{E} \) is the edge set depicting their similarities. Note that the traditional graph construction techniques are not suitable here as they are based on the assumption that there is only one manifold in the dataset. Consequently, they cannot be directly used for discovering the multi-manifold structure as the confusion will happen in the intersections of manifolds.

Inspired by [35], we exploit the geometric information of data to establish the graph such that different manifolds can be separated as much as possible. To be specific, in the intersecting regions, the data points on the same manifold will have similar local tangent spaces while the tangent spaces of examples belonging to different manifolds can be quite dissimilar. Therefore, it is necessary to find the local tangent space of a data point in advance.

A. Tangent Space Computation

Formally, the tangent space of \( x \) on a manifold is defined as \( \Theta x = \text{span}(U_b) \) where \( U_b \) is the first \( b \) singular vectors of the covariance matrix formed by \( x \) and its neighbors in Euclidean space. However, in the intersecting regions of two manifolds, the two points of different manifolds can be quite close, so their associated covariance matrices will be very similar, which leads to the indistinguishable tangent spaces. Therefore, [35] favors to employ the Mixtures of Probabilistic Principal Component Analysis (MPPCA) to compute the local tangent space of \( x \), and such manipulation is based on two observations, i.e. 1) the global nonlinear manifold can be approximated by a series of local linear manifolds, and 2) the principal component analyzer can successfully travel through the intersecting regions of different manifolds.

Suppose the adopted MPPCA contains the mixture of \( M \) principal component analyzers \( \theta_m = (\mu_m, V_m, \sigma_m^2)_{m=1}^M \), where \( \mu_m \in \mathbb{R}^d \), \( V_m \in \mathbb{R}^{d \times b} \), and \( \sigma_m^2 \) is a scalar. Therefore, for the \( m \)-th analyzer (\( m = 1, 2, \ldots, M \)), the original \( d \)-dimensional example \( x \) can be represented by a \( b \)-dimensional latent vector \( \tilde{x} \), namely

\[
\begin{align*}
x = V_m \tilde{x} + \mu_m + \epsilon_m, \quad (1)
\end{align*}
\]

where \( \mu_m \) represents the data mean, and the latent variable \( \tilde{x} \) and the noise \( \epsilon_m \) are Gaussians satisfying \( \tilde{x} \sim N(0, I) \) and \( \epsilon_m \sim N(0, \sigma_m^2 I) \), respectively. Consequently, the marginal distribution of \( x \) is expressed as

\[
\begin{align*}
P(x|m) &= \frac{1}{(2\pi)^{d/2} |C_m|^{1/2}} \times \exp \left\{ -\frac{1}{2} (x - \mu_m)^T C_m^{-1} (x - \mu_m) \right\}, \quad (2)
\end{align*}
\]

where \( C_m \) is the covariance matrix that has the formation \( C_m = \sigma_m^2 I + V_m V_m^T \). As a result, the parameters \( \mu_m, V_m \) and \( \sigma_m^2 \) can be learned via maximizing the log-likelihood of observing the totally \( n \) examples \( \{(x_i, y_i)\}_{i=1}^n \), namely

\[
\text{Likelihood} = \sum_{i=1}^n \ln \left\{ \sum_{m=1}^M \kappa_m p(x_i|m) \right\}, \quad (3)
\]

where \( \kappa_m \) (\( m = 1, 2, \ldots, M \)) are mixing proportions satisfying \( \kappa_m \geq 0 \) and \( \sum_{m=1}^M \kappa_m = 1 \). Specifically, the well-known Expectation Maximization (EM) algorithm is adopted to estimate the parameters, which is consisted of the following E-step and M-step.

1) **E-Step**: Given the parameters \( \theta_m \) in the current iteration, we have

\[
\begin{align*}
R_{im} &= \frac{\kappa_m p(x_i|m)}{\sum_{m=1}^M \kappa_m p(x_i|m)}, \quad (4)
\end{align*}
\]

\[
\begin{align*}
\kappa_m^{\text{new}} &= \frac{1}{n} \sum_{i=1}^n R_{im}, \quad (5)
\end{align*}
\]

\[
\begin{align*}
\mu_m^{\text{new}} &= \frac{\sum_{i=1}^n R_{im} x_i}{\sum_{i=1}^n R_{im}}, \quad (6)
\end{align*}
\]

where the superscript "new" denotes the updated variables.

2) **M-Step**: In this step, we update the parameters \( V_m \) and \( \sigma_m^2 \) as

\[
\begin{align*}
V_m^{\text{new}} &= S_m V_m (\sigma_m^2 I + T_m^{-1} V_m^T S_m V_m)^{-1}, \quad (7)
\end{align*}
\]

\[
\begin{align*}
(\sigma_m^2)^{\text{new}} &= \frac{1}{b\text{tr}(S_m - S_m V_m T_m^{-1} V_m^T)} \
&\times \left( S_m - S_m V_m T_m^{-1} V_m^T \right)^T, \quad (8)
\end{align*}
\]

where

\[
\begin{align*}
S_m = \frac{1}{n\kappa_m^{\text{new}}} \sum_{i=1}^n R_{im} (x_i - \mu_m^{\text{new}})(x_i - \mu_m^{\text{new}})^T, \quad (9)
\end{align*}
\]
and

\[ T_m = \sigma^2_m I + V_m^T V_m. \]  \hfill (10)

Therefore, the example \( x_i \) is assumed to come from the \( m' \)-th local analyzer if \( P(x_i|m') = \max_{m} P(x_i|m) \), and the local tangent space of \( x_i \) (denoted as \( \Theta_{x_i} \)) is then spanned by the row vectors of \( V_{m'} \), namely \( \Theta_{x_i} = \text{span}(V_{m'}) \).

### B. Multi-Manifold Graph Construction

Benefiting from the method for computing the tangent space of an example introduced in Section III-A, we may build a graph \( \mathcal{G} \) that captures the multi-manifold structure hidden in the entire dataset \( \mathcal{X} \). In our paper, the similarity of two points in the graph are governed by the following three factors:

- **Local Similarity**: It is defined within a local area and is determined by the Euclidean distance between two examples.
- **Structural Similarity**: It is evaluated by the similarity of the tangent spaces of two examples, which is critical to distinguishing different manifolds in their intersections.
- **Semantic Similarity**: It is related to the high-level class information carried by the examples.

The local similarity between \( x_i \) and \( x_j \) is binarized as

\[ s_{ij}^{\text{local}} = \begin{cases} 1, & x_i \in KNN(x_j) \text{ or } x_j \in KNN(x_i) \\ 0, & \text{otherwise} \end{cases} \]  \hfill (11)

where \( KNN(x) \) denotes the set of \( K \) nearest neighbors of \( x \) measured by the Euclidean distance. We adopt \( KNN \) graph as it is sparse which usually leads to satisfactory performance [50]-[52].

Given the tangent spaces of \( x_i \) and \( x_j \) as \( \Theta_{x_i} \) and \( \Theta_{x_j} \), the structural similarity of \( x_i \) and \( x_j \) is defined by

\[ s_{ij}^{\text{structural}} = \text{similarity}(\Theta_{x_i}, \Theta_{x_j}) = \left( \prod_{k=1}^{b} \cos(z_k) \right)^{\frac{1}{h}} \]  \hfill (12)

where \( h > 0 \) is a tuning parameter, and \( 0 \leq z_1 \leq \ldots \leq z_b \leq \pi/2 \) are a series of principal angles between the two tangent spaces \( \Theta_{x_i} \) and \( \Theta_{x_j} \) which is recursively defined as

\[ \cos(z_1) = \max_{u_1 \in \Theta_{x_i}, v_1 \in \Theta_{x_j}, \|u_1\|=\|v_1\|=1} u_1^T v_1 \]  \hfill (13)

and

\[ \cos(z_k) = \max_{u_k \in \Theta_{x_i}, v_k \in \Theta_{x_j}, \|u_k\|=\|v_k\|=1} u_k^T v_k, \quad k = 2, \ldots, b \]  \hfill (14)

where \( u_k^T u_k = 0 \) and \( v_k^T v_k = 0 \) for \( i, j = 1, 2, \ldots, k-1 \).

The semantic similarity of a pair of examples depends on whether the two examples have the same class label, and the value is 1 if both of them are in the positive set \( \mathcal{P} \), namely

\[ s_{ij}^{\text{semantic}} = \begin{cases} 1, & x_i \in \mathcal{P} \text{ and } x_j \in \mathcal{P} \\ 0, & \text{otherwise} \end{cases} \]  \hfill (15)

By taking above three factors into consideration, the integrated similarity of \( x_i \) and \( x_j \) is formally defined as

\[ w_{ij} = \max \left\{ s_{ij}^{\text{local}}, s_{ij}^{\text{structural}}, s_{ij}^{\text{semantic}} = 1 \right\} \]

\[ = \begin{cases} 1, & x_i \in \mathcal{P} \text{ and } x_j \in \mathcal{P} \\ \left( \prod_{k=1}^{b} \cos(z_k) \right)^{\frac{1}{h}}, & x_i \in KNN(x_j) \text{ or } x_j \in KNN(x_i), \\ 0, & \text{at most one of } x_i, x_j \in \mathcal{P} \text{ or otherwise} \end{cases} \]  \hfill (16)

where \( \|\cdot\| \) is an indicator function which returns 1 if \( s_{ij}^{\text{semantic}} = 1 \). Therefore, the adjacency matrix \( W \) of graph \( \mathcal{G} \) is formed as \( (W)_{ij} = w_{ij} \), and the \( (i,i) \)-th element of the induced diagonal degree matrix \( D \) is computed by \( D_{ii} = \sum_{j=1}^{n} w_{ij} \).

### IV. POSITIVE CONFIDENCE TRAINING

Given the graph \( \mathcal{G} \) quantified by the adjacency matrix \( W \), we can get the confidence of every example being positive via the technique of manifold ranking [53], [54]. Specifically, we regard the initial positive examples in \( \mathcal{P} \) as queries, and rank the rest unlabeled examples in \( \mathcal{U} \) according to their similarities to the positive examples revealed by \( \mathcal{G} \). To this end, an \( n \)-dimensional column vector \( \mathbf{y} = (y_1, y_2, \ldots, y_n)^T \) is employed where \( y_i = 1 \) if \( x_i \in \mathcal{P} \) and \( y_i = 0 \) if \( x_i \in \mathcal{U} \). Therefore, the ranking result can be obtained by

\[ \mathbf{r} = (I - \bar{\alpha}D^{-1}W)^{-1}\mathbf{y}, \]  \hfill (17)

where \( I \) is the identity matrix throughout this paper, \( \bar{\alpha} \) is the free parameter set to 0.99 [53], [54], and \( r_i \) (i.e. the \( i \)-th element of \( \mathbf{r} \)) reflects the closeness of \( x_i \) to the positive examples.

To make \( r_i \) have probabilistic interpretation, we normalize the vector \( \mathbf{r} \) to the range \([0,1]\), and set the \( i \)-th elements to 1 if \( x_i \in \mathcal{P} \). Consequently, the variable \( \bar{r}_i \), which is the normalized \( \mathbf{r} \), reveals the confidence of \( x_i \) to be positive.

Here, the positive confidence value of every example encoded in \( \bar{r} \) is able to reflect the class information to some extent. However, the confidence values are continuous which brings about ambiguity. Moreover, our target is to obtain a well-trained PU classifier \( f \) that is generalizable to unseen test data and can accomplish the out-of-sample prediction. Therefore, in the following we aim to establish a binary classifier on the data with positive confidence values. According to [55], given a classifier \( f(x) \) and some loss function \( \ell(\cdot) \), we want to minimize the following classification risk:

\[ \mathcal{R}(f) = \mathbb{E}_{P(X,Y)}[\ell(y(f(x))], \]  \hfill (18)

where \( \mathbb{E}_{P(X,Y)} \) is the expectation over \( P(X,Y) \). Empirically, given \( n \) training examples \( \{x_i\}_{i=1}^{n} \) and a decision function \( f(x) \), above risk minimization process can be formulated as

\[ \min_{f} \sum_{i=1}^{n} [\ell(f(x_i)) + \frac{1 - \tilde{r}_i}{\tilde{r}_i}(\ell(-f(x_i))]. \]  \hfill (19)

where \( \tilde{r}_i \) is the \( i \)-th element of vector \( \bar{r} \).
To enable our MMPU to handle non-linear cases, we build our model in the Reproducing Kernel Hilbert Space (RKHS). An RKHS \( \mathcal{H}_K \) is a Hilbert space \( \mathcal{H} \) of functions on a set \( \mathcal{D} \) with the property that for all \( x \in \mathcal{D} \) and \( f \in \mathcal{H} \), the point evaluations \( f \rightarrow f(x) \) are continuous linear functionals \cite{45}. Consequently, according to the Moore-Aronszajn theorem \cite{46}, there exists a unique positive definite kernel \( K(\cdot, \cdot) \) on \( \mathcal{D} \times \mathcal{D} \) which has an important property that \( \forall x_1, x_2 \in \mathcal{D}, K(x_1, x_2) = \langle K(x_1, \cdot), K(x_2, \cdot) \rangle_{\mathcal{H}} \).

Therefore, if we employ the hinge loss as our loss function (i.e., \( \ell(f(x), y) = \max(0, 1 - yf(x)) = [1 - yf(x)]_+ \)), and further introduce the regularizer \( \|f\|^2_{\mathcal{H}} \) to (19) to prevent overfitting, the optimization model for MMPU is expressed as

\[
\min_{f \in \mathcal{H}} \sum_{i=1}^{n} [(1 - f(x_i))_+ + R_i (1 + f(x_i))_+] + \frac{\lambda}{2} \|f\|^2_{\mathcal{H}},
\]

(20)

where \( R_i = (1 - \bar{r}_i)/\bar{r}_i \) and \( \lambda \) is the nonnegative trade-off parameter.

According to the representer theorem, the minimizer of (20) can be written as the expansion of kernel functions on all \( n \) training examples, namely

\[
f(x) = \sum_{i=1}^{n} \alpha_i K(x, x_i) + b,
\]

(21)

where \( \alpha = [\alpha_1, \alpha_2, \ldots, \alpha_n]^{\top} \) denotes coefficient vector and \( b \) is the biased term. In this work, we employ the graph diffusion kernel \cite{47,48} instead of the traditional Gaussian kernel so that the similarities of data reflected by the kernel are compatible with their relationship on the manifolds, namely

\[
K = (I - \bar{A}D^{-1/2}WD^{-1/2})^{-1}
\]

where \( \bar{A} \) is the degree matrix. By incorporating \( b \) into \( \alpha \) as \( \alpha = (\alpha^{\top} b)^{\top} \) and augmenting the kernel matrix \( K \) as \( K = (K \alpha) \) with \( \alpha \) being the all-one column vector, (21) can be written in a concise form as \( f(x) = K \alpha \). As a result, by introducing the slack variables \( \zeta_i \) and \( \zeta_i \), the primal problem equivalent to (20) is

\[
\begin{align*}
\min_{\zeta_i, i=1}^{n} & \sum_{i=1}^{n} (\zeta_i + R_i \zeta_i) + \frac{\lambda}{2} \alpha^{\top} K^{\top} K \alpha \\
s.t. & \sum_{j=1}^{n} \alpha_j K(x_i, x_j) + b \geq 1 - \zeta_i, \quad i = 1, \ldots, n \\
& \sum_{j=1}^{n} \alpha_j K(x_i, x_j) + b \geq 1 - \zeta_i, \quad i = 1, \ldots, n
\end{align*}
\]

(22)

where (23) and (24) correspond to the hinge losses on positive and negative classes, respectively.

To solve above constrained optimization problem, we introduce the Lagrangian variables \( \beta = (\beta_1, \ldots, \beta_n), \tau = (\tau_1, \ldots, \tau_n), \theta = (\theta_1, \ldots, \theta_n) \) and \( \psi = (\psi_1, \ldots, \psi_n) \), and arrive at the following Lagrangian function:

\[
\mathcal{J}(\alpha, \xi, \beta, b, \beta, \theta, \tau, \psi) = \frac{\lambda}{2} \alpha^{\top} K^{\top} K \alpha + \sum_{i=1}^{n} \zeta_i + \sum_{i=1}^{n} R_i \zeta_i
\]

\[
+ \sum_{i=1}^{n} \beta_i (1 - \zeta_i - \sum_{j=1}^{n} \alpha_j K(x_i, x_j) - b)
\]

\[
+ \sum_{i=1}^{n} \theta_i (1 - \zeta_i + \sum_{j=1}^{n} \alpha_j K(x_i, x_j) + b)
\]

\[
- \sum_{i=1}^{n} \zeta_i \tau_i - \sum_{i=1}^{n} \zeta_i \psi_i.
\]

(26)

To obtain the dual form, we compute the derivative of \( \mathcal{J} \) to \( b, \zeta_i \) and \( \zeta_i \), and then set the results to zero, namely

\[
\begin{align*}
\frac{\partial \mathcal{J}}{\partial b} &= - \sum_{i=1}^{n} \beta_i + \sum_{i=1}^{n} \theta_i = 0 \\
\frac{\partial \mathcal{J}}{\partial \zeta_i} &= 1 - \beta_i - \theta_i = 0 \\
\frac{\partial \mathcal{J}}{\partial \zeta_i} &= -\tau_i - \psi_i = 0
\end{align*}
\]

(27)

which leads to

\[
\begin{align*}
\sum_{i=1}^{n} \beta_i &= \sum_{i=1}^{n} \theta_i \\
\beta_i + \tau_i &= 1 \quad \Rightarrow 0 \leq \beta_i \leq 1 (\therefore \tau_i \text{ is nonnegative}) \\
\theta_i + \psi_i &= R_i \quad \Rightarrow 0 \leq \theta_i \leq R_i (\therefore \psi_i \text{ is nonnegative}).
\end{align*}
\]

(28)

By substituting the above results into (26), we have the reduced Lagrangian function as

\[
\mathcal{J}^R(\alpha, \beta, \theta) = \frac{\lambda}{2} \alpha^{\top} K^{\top} K \alpha + \beta^{\top} 1 + \theta^{\top} 1 - \beta^{\top} K \alpha + \theta^{\top} K \alpha.
\]

(29)

Taking derivative of the reduced Lagrangian function \( \mathcal{J}^R(\alpha, \beta, \theta) \) with respect to \( \alpha \), we obtain

\[
\frac{\partial \mathcal{J}^R}{\partial \alpha} = \lambda K^{\top} K \alpha - K^{\top} \beta + K^{\top} \theta,
\]

(30)

which implies

\[
\alpha = \frac{1}{\lambda} \left(K^{\top} K\right)^{-1} K^{\top} (\beta - \theta),
\]

(31)

where \( (K^{\top} K)^{-1} \) is replaced by \( (K^{\top} K + \epsilon I)^{-1} \) in practical implementation with \( \epsilon \) being a small positive number. By substituting (31) back to (29), we obtain the dual form of the original problem (22)–(25), which is

\[
\max_{\beta, \theta} \sum_{i=1}^{n} \beta_i + \sum_{i=1}^{n} \theta_i - \frac{1}{2\lambda} (\beta - \theta)^{\top} K (\beta - \theta)
\]

s.t. \( \sum_{i=1}^{n} \beta_i = \sum_{i=1}^{n} \theta_i \)

\[
\begin{align*}
0 &\leq \beta_i \leq 1, \quad i = 1, \ldots, n \\
0 &\leq \theta_i \leq R_i, \quad i = 1, \ldots, n
\end{align*}
\]

where \( \beta \) and \( \theta \) are dual variables and \( \tilde{K} = K(K^{\top} K)^{-1} K^{\top} \).
By merging $\beta$ and $\theta$ into a vector $h$ as $h = \begin{pmatrix} \beta \\ \theta \end{pmatrix}$, and also denoting $E_1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}$ and $E_2 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}$ with $I_n$ being the $n \times n$ identity matrix, (32) is equivalent to

$$
\begin{aligned}
\min_h & \quad \frac{1}{2\lambda} h^T E_2 K E_2^T h - I^T E_1^T h \\
\text{s.t.} & \quad I^T E_2^T h = 0 \\
& \quad 0_{2n} \leq h \leq \begin{pmatrix} 1 \\ R \end{pmatrix}
\end{aligned}
$$

(32)

where $R = (R_1, R_2, \ldots, R_n)^T$ and $0_{2n}$ represents the $2n$-dimensional all-zero column vector. Note that (32) is a standard quadratic programming problem, and it can be easily solved via many off-the-shelf toolboxes. In this paper, we use the “quadprog” command in Matlab to find its solution.

**Algorithm 1:** Pseudo-code of training the proposed MMPU

*Input:* Number of neighbors $K$, trade-off parameter $\lambda$, $h = 0.01$, $\tilde{a} = 0.99$

*Output:* the optimal classifier parameter $\alpha$

1. Construct the initial KNN graph $G$;
2. Compute $s_{ij}^{\text{local}}$, $s_{ij}^{\text{structural}}$ and $s_{ij}^{\text{semantic}}$ via (11), (12) and (15), respectively;
3. Compute the multi-manifold similarity matrix $W$ via (16) and the associated degree matrix $D$;
4. Find ranking result $r$ via (17);
5. Compute graph diffusion kernel matrix $K = (I - \tilde{a}D^{-1/2}WD^{-1/2})^{-1}$;
6. Find the solution of problem (32) via existing QP solver;
7. Compute the classifier parameter via (31)

The entire process for training the proposed MMPU classifier is summarized in Alg. 1. In Alg. 1, the computational complexity for building the graph $G$ and calculating the similarity matrix (i.e. Lines 1–3) is $O(n^2)$. The complexity for obtaining $r$ (i.e. Line 4) is at most $O(n^3)$ as (17) can be transformed to solving a linear system. Line 5 takes $O(n^3)$ complexity due to the inverse operation. Besides, the worst complexity for the QP solver in Line 6 is $O(4n^5)$ by noting that the Hessian matrix $\frac{1}{\lambda}E_2K E_2^T$ is sparse, and the complexity of Line 7 is $O(2n^3 + 2n^2)$. Therefore, the total complexity of Alg. 1 is at most $O(4n^5 + 7n^2)$.

**V. EXPERIMENTS**

In this section, we test the capability of our proposed MMPU algorithm on both synthetic and real-world datasets. The compared methodologies include:

- **One-class SVM (OCSVM) [60]:** In this method, only the examples in $P$ are employed to obtain the one-class support vector machines classifier.
- **Weighted SVM (WSVM) [19]:** This is one of the traditional PU learning methods which assigns different weights to an example w.r.t. both positive and negative classes.

- **Double Hinge Loss (DH) [2]:** This convex estimator is proved to converge to the optimal solution for PU learning problem under the framework of empirical risk minimization.
- **Multi-Layer Perceptron With Non-Negative PU Risk Estimator (NNPU-MLP) [3]:** This method devises a novel non-negative risk estimator and then applies it to the multi-layer perceptron classifier.
- **Linear classifier With Non-Negative PU Risk Estimator (NNPU-Linear) [3]:** The results are generated by incorporating the above-mentioned non-negative risk estimator to the linear classifier.
- **Loss Decomposition and Centroid Estimation (LDCE) [18]:** This is a recently proposed PU method which decomposes the hinge loss to a label-dependent term and a label-independent that help to estimate the mean of the unlabeled data.

**A. Synthetic Data**

To visually compare the classification results of MMPU and the baseline methods, we present their outputs on three 2D datasets (i.e. TwoMoons, TwoLines, and TwoSpirals) and two 3D datasets (i.e. TwoKnots and Roll&Plane).

All 2D datasets are presented in the “initial” subfigures of Fig. 1. The TwoMoons dataset consists of 640 examples, which are equally divided into two moons, and each moon forms a class. The entire dataset is contaminated by the Gaussian noise with standard deviation 0.15. Among the 320 positive examples, only 32 are included into $P$ (see the red dots) and the remaining positive examples are regarded as unlabeled. The TwoLines dataset is made up of 402 examples distributed along two lines (i.e. two classes) with the standard deviation 1, and only 10 positive examples are explicitly labeled. More seriously, the two lines intersect at the point $(0, 0)$, which may confuse the compared algorithms. The TwoSpirals dataset contains two nonlinear spirals with each of them constituting a class. In this dataset, 100 out of 500 original positive examples are labeled, and the number of unlabeled examples is 900. The intersecting point of these two spirals is also located at $(0, 0)$.

All 3D datasets are illustrated in Fig. 2, in which the subfigures of “initial” show the initial states of the investigated datasets. From Fig. 2, we see that the TwoKnots dataset is shaped like a knot composed of two crossing rings with radius 0.8, and each ring represents a class. This dataset is contaminated by the Gaussian noise with standard deviation 0.3, and only $9/721 \approx 1.25\%$ positive examples have been labeled. The Roll&Plane dataset forms like a Swiss roll penetrated by a plane, among which the plane represents the positive class and the roll constitutes the negative class. Note that this dataset is quite challenging as the two manifolds intersects four times in the 3D space, and this poses a great difficulty for an algorithm to correctly discriminate the data points from different classes.

For OCSVM, the Gaussian kernel is adopted, and the kernel width is respectively tuned to $1$, $0.001$, $10$, $0.01$ and $0.01$ on TwoMoons, TwoLines, TwoSpirals, TwoKnots and Roll&Plane datasets to achieve the optimal performance. The positive class prior for implementing DH is estimated via the $\ell_1$-distance
Fig. 1. The performance comparison of various methods on 2D datasets. In each dataset, the “initial” subfigure presents the initial annotation of the corresponding dataset, where the red dots represent positive examples and the black dots denote unlabeled examples. In the output of every compared method, the red dots and blue dots denote the determined positive examples and negative examples, respectively.

minimization proposed in [61]. In NNPU-MLP and NNPU-Linear, the γ for step size discount is set to the default value 1, and [3] has shown that the final performance is not sensitive to the choice of this parameter. In LDCE, we set the regularization parameter λ to 1, 1, 1, 1, 10, 1, and the tolerance β to 0.01, 1, 10, 0.1, 0.01 on TwoMoons, TwoLines, TwoSpirals, TwoKnots and Roll&Plane correspondingly by searching the grid {0.001, 0.01, 0.1, 1, 10, 100}. For our proposed MMPU, the regularization parameter λ is adjusted to 10, 1, 1, 1, 1 on these five datasets, and the parameter K for graph construction is 10, 10, 5, 7, 5 correspondingly.

The qualitative comparison of all methods on 2D and 3D datasets are illustrated in Figs. 1 and 2. We can easily find that almost all baseline methods fail in handling the datasets with multiple nonlinear manifolds. The incorrect label transmission from one class to another often occur, such as the WSVM, DH, NNPU, LDCE on TwoMoons dataset, and the OCSVM, DH, NNPU-Linear, LDCE on Roll&Plane. OCSVM can only
identifies a small number of positive examples which are enclosed by the regions supported by $P$, therefore the massive positive examples in $U$ are missing. Besides, the manifolds reflected by some of the compared methods are discontinuous, such as OCSVM, DH and LDCE on TwoSpirals, where the data points along one continuous manifold is often incorrectly interrupted by the examples of the other manifold. In addition, W SVM performs worse than any other approach on TwoLines and TwoSpirals datasets as it mistakenly classifies all data to the positive class on both datasets. In contrast, only our MMPU can discover the multiple manifolds and achieve perfect classification on both 2D and 3D datasets. Overall, we see that the existing methods cannot capture the underlying multi-manifold structure hidden in the dataset, so they are very likely to introduce classification errors along the manifolds or at the intersecting regions. Due to the capability of exploring multiple manifolds, our MMPU will not be affected by the manifold intersections and is able to successfully distinguish the points belonging to different manifolds.

Such advantage of MMPU is also statistically verified by the quantitative comparisons in Tab. I, from which we can clearly observe that MMPU is much better than other methods on all datasets, and the average accuracy of MMPU is almost 9% higher than the second best method (i.e. NNPU-MLP). NNPU-MLP can achieve comparable results with our MMPU on TwoLines and Roll&Plane datasets, but it is significantly inferior to MMPU on the remaining three synthetic datasets. Therefore, we see that proper exploitation of multi-manifold is critical for our method to reach high classification accuracy.

### B. Handwritten Digit Recognition

It has been widely acknowledged that the representations of handwritten digits follow a concise manifold structure [62]. Therefore, in this section, we apply our MMPU method to handwritten digit recognition, and compare its performance with OCSVM, WSVM, DH, NNPU-MLP, NNPU-Linear and LDCE. Specifically, we adopt the MNIST dataset for our experiment. The MNIST dataset contains 70,000 digit images across ten classes (i.e. “0”~“9”), and the resolution of every image is 28 x 28. We adopt the GIST descriptor to represent these images and thus each image example is characterized by a 512-dimensional feature vector.

Considering that two pairs of numbers including “2” vs. “7” and “6” vs. “9” are quite similar which easily lead to the confusion of various classifiers, we conduct two sets of experiments on MNIST by applying all compared methods to distinguish between “2” and “7”, and “6” and “9” in...
the original \textit{MNIST} dataset. The two sets of experiments are denoted as “\textit{MNIST2&7}” and “\textit{MNIST6&9}” which have totally 14283 and 13834 examples, respectively. Some example images of the two datasets are presented in Fig. 3. For each experiment, we randomly select $t = 30\%$ and $t = 60\%$ positive examples to form the positive set $\mathcal{P}$ and incorporate the remaining 70\% and 40\% positive examples as well as all negative examples to the unlabeled set $\mathcal{U}$. Therefore, it can be seen that the case of $t = 30\%$ is generally more challenging than $t = 60\%$ as a large proportion of positive examples are hidden in the unlabeled set $\mathcal{U}$. Under each labeling rate $t$, we conduct five-fold cross validation on all compared methods and report their average test accuracies and standard deviations over the five independent implementations. To achieve fair comparison, the selected positive examples and the dataset splits are kept identical for all the compared methodologies. The parameters of all investigated models have been carefully tuned. The Gaussian kernel width for OCSVM is set to the optimal value 1 by searching the grid $\{10^{-3}, 10^{-2}, \cdots, 10^{3}\}$. In NNPU-MLP and NNPU-Linear, the parameter $\beta$ for preventing overfitting is tuned to 0.5. In LDCE, the regularization parameter $\lambda$ and tolerance $\beta$ are set to 10 and 0.1, respectively. For the proposed MMPU, we build the 10-NN graph, and the regularization parameter $\lambda$ is set to 1.

The average accuracies achieve by all compared methods on \textit{MNIST2&7} and \textit{MNIST6&9} are presented in Tab. II and Tab. III, respectively. We can see that our MMPU achieves very impressive results on these two datasets, and the obtained accuracies are above 99\% when the labeling rate $t = 30\%$ and $t = 60\%$. In contrast, OCSVM generally performs worse than any other PU model as it ignores the unknown positive examples in $\mathcal{U}$ and only assumes that the positive class is revealed by the data in $\mathcal{P}$. DH and NNPU-MLP are superior to WSVM and NNPU-Linear because they are able to generate nonlinear decision boundaries which are close to the optimal solution. However, they are still inferior to our MMPU as they are not capable of discovering the multi-manifold structure hidden in the dataset. Another important observation from Tabs. II and III is that although only a small fraction of the original positive examples are revealed (e.g. 30\%), our MMPU algorithm can still touch very high classification accuracy, which again demonstrates the importance of utilizing manifold property of dataset for PU learning.

### C. Violent Behavior Detection

Recently, there is a surge of research interest in detecting the violent behavior in a video sequence as this technique is very useful for protecting public safety. Therefore, we adopt...
the HockeyFight\(^1\) dataset to test the ability of all methods in recognizing the fight behavior. The adopted HockeyFight dataset contains 1000 video clips collected in ice hockey competitions, of which 500 contain fight behavior and 500 are normal non-fight sequences. The task of our experiment is to determine whether the fight behavior appears in given video clip of this dataset. From the examples provided in Fig. 4, we see that this dataset is quite challenging, as the crowded scenes with multiple interactive athletes may not represent the fighting behavior, while the scenes with only two athletes may contain the violent fighting activity. By following [50] and [63], we employ the space-time interest point (STIP) and motion SIFT (MoSIFT) as action descriptors, and thus each video clip of the dataset can be represented as a histogram over 100 visual words by further using the Bag-of-Words (BoW) quantization. Therefore, every video clip in this dataset is characterized by a 100-dimensional feature vector. Similar to the experiment in Section V-B, here we also investigate the performances of all compared methods on two different labeling rates such as \(t = 30\%\) and \(t = 60\%\), and conduct five-fold cross validation on these methods so that they are trained on 80\% video examples and tested on the remaining 20\% examples. The dataset splits are kept identical for all methods including OCSVM, WSVM, DH, NNPU-MLP, NNPU-Linear, LDCE and our MMPU. The average test accuracies achieved by them are compared in Fig. 5.

From Fig. 5(a), we notice that MMPU touches the highest recognition accuracy 84.8% when \(t = 30\%\), which leads the second best DH with a margin of 3\%. This indicates that MMPU is effective when the labeled positive examples are scarce. When the number of positive examples increases so that the labeling rate \(t = 60\%\), the situation becomes simpler than the setting of \(t = 30\%\), as more positive examples are observed. As a result, the accuracy of WSVM can be boosted to 87.3\%, which is slightly better than MMPU as revealed by Fig. 5(b). The reason for the good performance of WSVM under \(t = 60\%\) is that the weights of an example regarding positive class and negative class can be precisely estimated if sufficient positive examples are disclosed, and thus a substantial performance gain can be observed. Overall, our proposed MMPU is among the top two methods on the HockeyFight dataset, which is a very impressive result.

Furthermore, we also investigate the parametric sensitivity of our method to the two key tuning parameters \(K\) and \(\lambda\), where \(K\) governs the number of neighbors for graph construction and \(\lambda\) determines the weight of model complexity regularizer in (20). Specifically, we change one of them from small to large while keeping the other one to a constant value, and then examine the average test accuracy output by MMPU. Both situations of \(t = 30\%\) and \(t = 60\%\) are studied, and the results are presented in Fig. 6. From this figure, it can be clearly observed that the performance of MMPU is not sensitive to the variations of these two parameters within a wide range, so these parameters can be easily tuned for practical applications.

\(^1\)http://visilab.etsii.uclm.es/personas/oscar/FightDetection/index.html
Fig. 6. The parametric sensitivity of (a) $K$ and (b) $\lambda$ of our MMPU under the labeling rates $t = 30\%$ and $t = 60\%$.

<table>
<thead>
<tr>
<th>Methods</th>
<th>soil</th>
<th>water</th>
<th>tree</th>
<th>road</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCSVM [60]</td>
<td>0.910</td>
<td>0.835</td>
<td>0.875</td>
<td>0.940</td>
<td>0.889</td>
</tr>
<tr>
<td>WSVM [19]</td>
<td>0.826</td>
<td>0.804</td>
<td>0.664</td>
<td>0.877</td>
<td>0.793</td>
</tr>
<tr>
<td>DH [2]</td>
<td>0.896</td>
<td>0.995</td>
<td>0.809</td>
<td>0.761</td>
<td>0.866</td>
</tr>
<tr>
<td>NNPU-MLP [3]</td>
<td>0.982</td>
<td>0.997</td>
<td>0.757</td>
<td>0.924</td>
<td>0.915</td>
</tr>
<tr>
<td>NNPU-Linear [3]</td>
<td>0.975</td>
<td>0.997</td>
<td>0.757</td>
<td>0.925</td>
<td>0.913</td>
</tr>
<tr>
<td>LDCE [18]</td>
<td>0.619</td>
<td>0.937</td>
<td>0.648</td>
<td>0.865</td>
<td>0.767</td>
</tr>
<tr>
<td>MMPU (ours)</td>
<td>0.963</td>
<td>0.996</td>
<td>0.920</td>
<td>0.958</td>
<td>0.959</td>
</tr>
</tbody>
</table>

**TABLE IV**
The accuracies of various methods on Japserridge dataset when 30\% positive examples are labeled. The best and second best records for each land type is marked in red and blue, respectively.

<table>
<thead>
<tr>
<th>Methods</th>
<th>soil</th>
<th>water</th>
<th>tree</th>
<th>road</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCSVM [60]</td>
<td>0.790</td>
<td>0.770</td>
<td>0.829</td>
<td>0.943</td>
<td>0.833</td>
</tr>
<tr>
<td>WSVM [19]</td>
<td>0.887</td>
<td>0.992</td>
<td>0.856</td>
<td>0.983</td>
<td>0.929</td>
</tr>
<tr>
<td>DH [2]</td>
<td>0.879</td>
<td>0.993</td>
<td>0.795</td>
<td>0.785</td>
<td>0.863</td>
</tr>
<tr>
<td>NNPU-MLP [3]</td>
<td>0.961</td>
<td>0.996</td>
<td>0.757</td>
<td>0.925</td>
<td>0.910</td>
</tr>
<tr>
<td>NNPU-Linear [3]</td>
<td>0.959</td>
<td>0.995</td>
<td>0.757</td>
<td>0.924</td>
<td>0.909</td>
</tr>
<tr>
<td>LDCE [18]</td>
<td>0.677</td>
<td>0.985</td>
<td>0.701</td>
<td>0.924</td>
<td>0.822</td>
</tr>
<tr>
<td>MMPU (ours)</td>
<td>0.967</td>
<td>0.996</td>
<td>0.923</td>
<td>0.956</td>
<td>0.960</td>
</tr>
</tbody>
</table>

**TABLE V**
The accuracies of various methods on Japserridge dataset when 60\% positive examples are labeled. The best and second best records for each land type is marked in red and blue, respectively.

D. Hyperspectral Image Classification

Hyperspectral image classification is an important task in remote sensing area, of which the target is to classify every pixel into one of several pre-defined land types (i.e. classes) according to its spectral feature. Most existing works aim to identify all appeared land types in a hyperspectral image, however in some cases we only need to figure out one specific land category for certain task-driven purpose. As mentioned in the introduction, at this time we may simply treat the class of interest as positive and take the remaining pixels (i.e. examples) as unlabeled.

For our experiment, we adopt a typical hyperspectral dataset JapserRidge for model evaluation. This dataset is formed by a remotely sensed image with the resolution of 100 × 100, and each pixel is recorded by totally 198 spectral channels ranging from 380 nm to 2500 nm. This scenery contains four categories including “tree”, “soil”, “water”, and “road”, therefore every method should run four times by taking each of the four classes as positive. Similar to above experiments, we also investigate two cases where the labeling rate $t = 30\%$ and $t = 60\%$.

The accuracies of all methods on classifying the four categories and their averages are presented in Tabs. IV and V. We can see that our MMPU generally lies in the first or second place among the compared methods regarding different classes, therefore its averaged accuracy on all classes is higher than any other comparator. Although NNPU-MLP and WSVM can obtain the top level results on some classes, their outputs are not stable as they cannot consistently produce high accuracy on all categories. Consequently, they are worse than MMPU in terms of average accuracy. Furthermore, the classification results generated by different approaches when $t = 60\%$
are visualized in Fig. 7. We see that OCSVM cannot yield complete regions as it assumes that the positive class is only represented by the examples in $P$ and thus largely ignoring the potential positive pixels in $U$. NNPU-MLP and NNPU-Linear cannot identify tree and road regions as all pixels are classified as negative by them. The road region is also neglected by LDCE as the road pixels only account for a small fraction of total image pixels. In contrast, the outputs of our MMPU are very close to the groundtruth on all classes, and the small regions in each class are also precisely detected.

VI. CONCLUSION

This paper proposes a novel PU learning algorithm termed MMPU based on the multi-manifold assumption which is ubiquitous in many typical computer vision problems. By assuming that the data points of different classes lie on different manifolds, MMPU is quite effective in discovering the underlying structure of datasets which helps to boost the model discriminability. By comparing MMPU with representative state-of-the-art PU methods on both synthetic and practical datasets, the superiority of the developed MMPU can be easily observed. In the future, we may devise an acceleration technique to efficiently find the multi-manifold structure as the involved EM step for tangent space computation is relatively slow. Besides, since the multi-manifold property can often be found in multi-view learning [64] and multi-label learning [65], we may further discover their relationship and apply our method to more learning paradigms.
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